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An introduction to hyperspectral imaging and its
application for security, surveillance and target
acquisition

P WT Yuen* and M Richardson

Department of Informatics and Sensors, Cranfield University, Defence Academy of the United

Kingdom, Shrivenham, Swindon SN6 8LA, UK

Abstract: This paper introduces the concept and principles of hyperspectral imaging (HSI) and

it briefly outlines how the defence and homeland security sectors can benefit from the

application of this extremely versatile technology. This paper outlines the pros and cons of the

various HSI system configurations, with particular emphasis on two of the most commonly

deployed spectrograph techniques, namely, the dispersive system and the narrow-band tuning

filter system. It describes how HSI can be utilized for target acquisition particularly when there

is no a priori knowledge of the target, and then shows how it can be used for the recognition and

tracking of targets with desired or known signature characteristics. The paper also briefly

mentions the possibility of remote HSI being used for recognizing a human’s physiological state

such as that induced by stress or anxiety. Real experimental data collected during the course of

our research have been utilized throughout this paper to help understand the versatility and

effectiveness of HSI technology.

Keywords: hyperspectral imaging, target detection, classification, automatic target

recognition, remote sensing of intent, stress detection

This paper is part of a special issue on infrared

1 INTRODUCTION

Hyperspectral imaging (HSI) is typically defined as a

spectral sensing technique which takes hundreds of

contiguous narrow waveband images in the visible and

infrared regions of the electro-magnetic spectrum

(Fig. 1).1,2 The image pixels form spectral vectors

which represent the spectral characteristic of the

materials in the scene. Consequently, the technique

has been applied mostly for material identifications

and discriminations purposes. Although HSI was

originally developed for mining and geology applica-

tions, its usage has quickly spread into other civilian

sectors and more recently into the military sector due

to the ability to discriminate between materials.3 In

military and security applications, the technique has

been specifically adopted for the detection and

recognition of targets which are normally well

camouflaged with respect to the background and

hence, HSI is designed as a counter-countermeasure

allowing ‘look-alike’ targets to be acquired4 and this is

illustrated in Fig. 2, which depicts the red/green/blue

(RGB) image of an apparent green leafy plant

(Fig. 2a), where in fact there is only one live leaf and

the rest of the leaves are artificial. Modern decoys and

camouflage materials can be made with high degrees of

sophistication to mimic the background characteristics

as shown in Fig. 2c, in which the spectral character-

istics of the camouflaged target exhibits a mere 2%

difference with respected to that of the background.

However, Fig. 2c shows subtle spectral differences of

The MS was accepted for publication on 5 May 2010.

* Corresponding author: Peter Yuen, Department of Informatics

and Sensors, Cranfield University, Defence Academy of the United

Kingdom, Shrivenham, Swindon SN6 8LA, UK; email: p.yuen@

cranfield.ac.uk
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the target with respected to the background and these

mostly occur in small bandwidths nominally of the

order of y10 nm. An integration of the two traces

over a broad spectral range would give almost two

identical outputs. This highlights the need of a

technique like HSI which exploits information at a

high spectral resolution over a wide spectral range to

allow the subtle spectral contrast to be detected. One

purpose of this paper is to introduce the versatility and

effectiveness of this technique for target detection and

recognition and how this has made HIS one of the

most powerful remote sensing counter-countermea-

sures techniques to date.

This paper briefly describes the main features of the

HSI technique and outlines how it can be utilized for

defence and homeland security applications, and

examples are given in the context of real data

extracted from the work being conducted within the

Sensors Group of the Defence Academy, Cranfield

University.

2 FUNDAMENTALS OF HSI

2.1 HSI instrumentations: an overview

HSI uses large numbers of contiguous narrow bands

of wavelength information to create spectral vectors in

each pixel of the scene, forming a hyperspectral cube

(again see Fig. 1) which contains two spatial dimen-

sions together with one spectral dimension.1,2 In the

heart of the HSI instrumentation is the spectral

dispersion mechanism which is known as spectro-

graph, and it exists in various different forms of which

the most common three categories have been the

dispersive spectrometer, the Fourier transform inter-

ferometer and the narrow-band tuneable filter. Details

of these spectrographs can be found in the literature by

Vagni,5 and the principles of the most commonly

employed dispersive and tuneable filter spectrographs

for HSI instrumentation are briefly outlined here.

2.2 Dispersive spectrograph

A dispersive imaging spectrometer uses either a

grating or a prism for light dispersion, and the

hyperspectral cube is formed by coupling the disper-

sing element with a two-dimensional array of

detectors such that the spectral ‘image’ is formed

along one axis of the sensor. This produces one line

of the scene image and hence to generate a full

hyperspectral image cube, a scan technique/mechan-

ism is required along the other axis. A prism-based

system has advantages of having high efficiency and

low scatter, but their optical design tends to be

considerably more complex than their grating-based

counterparts.

Gratings can be optimized to achieve high optical

power for a certain order of interference within a

specific wavelength region. The spectral resolution of

a grating is proportional to the order and to the

number of lines in the grating, and it is constant over

1 Introduction of the concept of hyperspectral imaging (HSI) which is literally a technique that

takes many contiguous narrow-waveband images instead of just the three broad bands of red,

green and blue colours in the conventional digital photography process
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the image plane for a constant incident angle of the

radiation. In a grating spectrometer, the prism is

replaced by either a transmissive or reflective grating

and in the all-reflective optical design, the grating

system can achieve high efficiencies of about 85%.

There are two forms of gratings and the most

common one has been the convex grating utilizing

the Offner spectrometer design as that illustrated in

Fig. 3. The gratings of this type tend to be small,

typically y25 mm diameter. The advantages of the

Offner spectrometer are that it operates with a

relatively low F number (about F/2) and it is a

reasonably simple and compact design. Figure 3a

shows the Offner convex spectrograph schematic,

Fig. 3b shows the integration of the spectrograph

with its objective lens and Fig. 3c shows the

completed visible and near-infrared (VNIR) HIS

camera with the mirror scanning assembly on the top.

The other design of the dispersive imaging spectro-

graph uses both the dispersing elements of a prism

and a grating in a single package. This is generally

achieved using a specially designed volume transmis-

sion grating which is cemented between two almost

identical prisms. This design is commonly known as

prism–grating–prism (PGP)7 as shown in Fig. 4a.

The PGP has the advantage of preserving the optical

axis but with a penalty of losing transmittance due to

the fact that materials with high dispersion also

(a) b c

3 (a) The schematic ray diagram of the Offner convex spectrograph; (b) the compact housing for

the Offner spectrograph manufactured by the Headwall Photonics;6 (c) the complete visible

and near-infrared (VNIR) HSI camera in the Sensors Group, consisting of the Headwall’s

spectrograph and a two-dimensional array camera system and the Sensors Group-designed and

-built mirror scanner assembly (situated at the top of the spectrograph)

a b (c)

2 The common usage of HSI for material discrimination: (a) RGB image: the RGB picture of a

green plant; (b) NIR composite image: the image of the same plant and using a composite of

three selected wavelengths in the visible and near-infrared region, it successfully discriminates

the live leaf (in green) from the fake (in blue and red); (c) spectral characteristics of camou-

flage target: it emphasizes why HSI is useful for counter-countermeasures: the spectra of a

camouflaged target are shown compared with the surrounding background and subtle spectral

differences over very small bandwidths are discernable but broad-band imaging would not be

able to tell these two spectra apart

AN INTRODUCTION TO HSI AND ITS APPLICATION 243
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usually exhibit high absorption which results in a

reduction of the overall throughput of the system.

Owing to the linear layout of the PGP, the physical

dimension of the PGP spectrometer is more extensive

than that of the Offner design and this can clearly be

seen in Fig. 4b with the PGP spectrometer system on

the left in comparison to the Offner system on the

right.

2.3 Narrow-band tuneable filters

One of the drawbacks of using a dispersive spectro-

graph in HSI instrumentation has been the limitation of

the system to operate in a line scanning mode and the

requirement either to move the imaging system or the

need of some other form of scanning devices in order to

capture the full hyperspectral cube of the scene. One of

the technologies developed to remedy this has been the

use of narrow band tuneable filters. These have the

characteristic ability to transmit electromagnetic radia-

tion through a very narrow bandpass of spectral region

(bin) over a wide spectral range. Filters like circular or

linear variable filters, acousto-optical tuneable filters

(AOTF) and liquid crystal tuneable filters (LCTF),5,8,9

have been implemented in step stare mode operations

such that snap shots of the whole scene at the bandpass

wavelengths can be taken in a sequential manner.

Among these filters, the AOTF and the LCTF have

been the most popular10 for multispectral imaging

(MSI) implementation.

The AOTF makes use of light diffraction within a

piezoelectric crystal such as TeO2, by passing an

acoustic wave simultaneously with the light beam

through the crystal. There are several different

configurations and the acoustic wave can be propa-

gated orthogonally or in parallel to the input light

beam. When an acoustic wave is propagated through

the piezoelectric crystal, the refraction index of the

crystal is modulated by the alternating planes of

compression and rarefaction of the travelling ultra-

sonic wave. This is shown schematically in Fig. 5a

where the crystal behaves like a grating which

diffracts light of a specific wavelength into a beam

stop or a polarizer, and the diffracted beam is then

sensed by the sensor. At a given wavelength of the

acoustic wave la, the diffracted light at the passband

of ll can be given by

l1~dnala (1)

where dn is the birefringence of the crystal and a is a

parameter dependent on the design of the AOTF

system. The diffraction efficiency of an AOTF is

proportional to the strength of the acoustic beam and

it can achieve a maximum of y90% split between the

two polarized diffracted beams with a net throughput

of about 30–45% in each beam. The spectral range of

the AOTF depends very much on the characteristics

of the crystal as well as on the size of the angular

aperture, which tends to reduce the overall useable

spectral range when a large angular aperture is used.

In practice, the crystal utilizes small aperture sizes of

about 12612 mm with a field of view (FOV) of y4u
and is capable of producing a spectral range of about

500–850 nm.10,11 In general, the crystal is driven

using a very small range of acoustic frequencies dfa

centred at f and this effectively broadens up the

transmission characteristic by ll¡dll allowing a user

selected bandpass width (Fig. 5b). As shown in

(a) b

4 (a) The design of a PGP-based spectrograph;7 (b) the two line scanning hyperspectral cameras

in the Sensors Group. On the left is the PGP-based camera and on the right is the Offner

VNIR system. The dashed rectangles depict the physical dimensions of the two spectrographs

showing the compactness is the Offner design in comparison with the PGP design
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equation (1), the diffracted beam ll can be changed

by alternating the frequency of the acoustic wave,

thus giving a complete electronically tuneable optical

filter without any moving parts. Furthermore, the ll

can be tuned either sequentially or even randomly in

any spectral order; something that the grating-/prism-

based spectrometer could never attain. The tuning

times are typically in the order of microseconds and

consequently, the AOTF system remains as one of the

most suitable candidates for applications which

require high-speed MSI, such as those in surveillance

requiring real-time video recordings. Figure 6 shows

the AOTF system used in the Sensors Group,

comprising a VNIR AOTF together with a third-

party CCD camera (Andor Ixon 897) and the system

is capable of delivering y50 frames per second at

5126512 pixel resolution. The spectrograph is made

by Gooch & Housego Photonics10,11 and this system

is being used for homeland security research.

3 HSI FOR TARGET DETECTION

APPLICATIONS

3.1 Target detection without prior knowledge:

anomaly detection

On many occasions, particularly in strategic deploy-

ments during conflicts in the battlespace, the exact

form of an opponent’s targets being deployed in the

field is not always known. These targets, especially

when they are deployed in uninhabited scenarios such

as dessert, mountain or forest terrains, where the

background is distinct from man-made objects like

military vehicles or mines, can be readily detected as

anomalies using HSI techniques even though they

may have been camouflaged.

(b)

5 In (a) it shows the schematic working principle of AOTF for MSI illustrated using the TeO2

as the piezoelectric crystal and operated in a non-collinear configuration.8 One important char-

acteristics of the AOTF MSI is the flexibility of tuning, which not only allows the user to

select the pass wavelengths in any spectral order, but also enables a variable band width of

the passband as shown in (b)

6 (a) shows the graphical representation of the AOTF

system in the Sensors Group for imaging in the 500–

900 nm spectral range using TeO2 as the active crys-

tal: the figure shows the associated steering optics

together with the AOTF spectrograph which is made

by Gooch & Housego Photonics10,11 with transmis-

sion characteristics of y35%, and a high-end CCD

camera (Andor Ixon 897). Owing to the small FOV

(y4u), a 50 mm objective lens is deployed as shown

in (b). The AOTF is coupled with the camera via a

standard c-mount adaptor which makes the AOTF a

very versatile add-on component, and the unit is

powered via a separate driver box through standard

BNC interface (c)

AN INTRODUCTION TO HSI AND ITS APPLICATION 245
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There is a great variety of detection algorithms

proposed for HSI remote sensing applications and

among these, the anomaly detection (AD) techni-

que12,13 that identifies pixels with spectral character-

istics different from that of the background without

priori information, has received considerable attrac-

tion within the community. There are quite a few AD

algorithms reported in the field, but most of them are

based on the one derived by Reed and Yu, which is

widely known as the RXD14

wRXD~ x{mð ÞTC{1
background x{mð Þ (2)

where x is the HSI data in a matrix of pixel x band, m

is mean of the background pixels, Cbackground is the

band to band spectral covariance of the background

which has been modelled as a multivariate Gaussian

like density, and T is the matrix transpose. There exist

many other forms of AD such as the low probability

detector, the uniform target detector,15 the spectral

descriptive signature anomaly detector,16 the kernel

RX,17,18 etc., all of which are based on the RXD

framework but vary in the way the background is

characterized or how the data are projected into the

appropriate subspace. Recent research in this area

has been the improvement of RXD for subpixel

target detection19 as well as enhancing detection

performances using a multiple algorithm fusion

approach.4

3.1.1 Anomaly detection in a vegetation background

To illustrate the effectiveness of anomaly detection

using HSI technique, the hyperspectral dataset of an

agricultural site which was recorded in Barrax, Spain,

during the ESA Digital Airborne Imaging

Spectrometer Experiment campaign in 1999, is

employed here as an example. The flight altitude

was 4 km and every image pixels in the scene

represents 3 m on the ground. The dataset contains

various types of green vegetation, brown crops and

bare soil as shown in the RGB image of the scene

presented in Fig. 7a. The land use map of this scene is

depicted in Fig. 7b and has indicated the presence of

a metallic water tank together with some agricultural

equipments which are the only man-made materials

within this agricultural site.

Using an algorithm known as MUF2 which is

based on the principle of equation (2) but utilizes a

multiple approach fusion methodology,4 the result as

shown in Fig. 8 has achieved 100% detection of

anomalies while keeping the false alarm rate at 0.0002

for this Barrax dataset. This means that there are two

false alarms for every 10 000 image pixels in this

detection. To aid visual convenience, the detection

result has been overlaid on top of the RGB

presentation of the scene and the combined image is

depicted in Fig. 8, showing the correctly identified

anomalies in red, while the false alarms have been

presented in yellow. This shows the extremely high

detection rate achieved using this HSI technique even

when knowledge of the target signature is absent.

3.1.2 Anomaly detection in a desert environment:
surface mine detection

The detection of small targets such as surface laid

mines is known to be difficult, particularly at long

standoff ranges. It is therefore of great interest to

(a) b

7 The Barrax HSI dataset which consists of various crops and vegetation: (a) the RGB image of

the scene; (b) the area use map of the scene and adjacent area. Note that this imagery contains

at least three distinct kinds of materials: green and brown crops and bare soil. There is a water

body/tank and some other man-made agricultural equipments behaving as anomalies in the

natural environment
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assess the effectiveness of HSI techniques for the

detection of these small cross-section targets within

backgrounds of an inhomogeneous nature like those

shown in Figs. 9 and 10. The dataset was taken in

May 2005 in the Anza Borrego desert, San Diego,

CA, USA, and the arid region scene containing

various plants and bushes as clutter background. A

set of plastic plates of y0.3 m diameter are used to

represent the surface-laid mines and are placed in

rows onto the surface of a road/track junction. Three

rows are laid directly onto the surface and one row is

buried under a thin layer of sand. Some of the plates

have been camouflaged in sand-like colours, and the

dataset was recorded at a range of y0.5 km with an

effective ground sampling distance (GSD) of y0.3 m

resulting in comparable pixel and target dimensions.

The dataset exhibits some strip noise due to sensor

motion on the host aircraft.

Figure 11 shows the anomaly detection result using

the MUF2 algorithm4 and as in the previous section,

the detection result is overlaid onto the RGB

presentation of the dataset with red pixels depicting

the correctly identified targets (man-made objects),

and the false alarms are marked in yellow. The result

presents a detection accuracy of y0.6 at the false

alarm rate of 0.003, which is almost an order of

magnitude worse than that of the Barrax result. The

main cause of this relatively low performance has

been due to the very small detection cross-sections of

the targets and the very noisy nature of this dataset.

These issues are important to military deployments

and they are being addressed in our current research

using an adaptive band selection approach.

3.2 Detection with prior knowledge: material

discrimination and matched filter detection

It is quite common that the materials to be identified in

a given scene have known signature characteristics,

and thus, the task has become how to find these

characteristics from the clutter of the background. In

conventional machine vision tasks, the textural

patterns are used for target recognitions, whereas the

spectral characteristics have been the primary infor-

mation employed by HSI for material discriminations.

In our work, we have taken the step of using textural,

8 The detection result at a false alarm rate of 0.0002

using the MUF2 anomaly detection algorithm,4 and

the result is overlaid onto the RGB image of the

Barrax scene to help visualisation of the effect. The

detection is presented by red pixels for the correctly

identified targets, and in yellow to represent the false

alarms. The probability of detection is 100% with

only 8 false alarm pixels in total over the complete

scene, showing the extreme efficiency for the detec-

tion of anomalies using HSI technique

9 The desert trial data of the Anza Borrego desert imaged at a range of y0.5 km with an effec-

tive GSD of 0.3 m. The targets are plastic plates of diameters y0.3 m with green and sand-

like colours; they are laid in rows on the surface but with one row buried in the sand as

shown in the ground photographs in the right hand panel. A set of five calibration panels is

located just next to the target field for assisting radiometric calibration

AN INTRODUCTION TO HSI AND ITS APPLICATION 247

IMAG IR6 # RPS 2010 The Imaging Science Journal Vol 58



P
ub

lis
he

d 
by

 M
an

ey
 P

ub
lis

hi
ng

 (
c)

 R
oy

al
 P

ho
to

gr
ap

hi
c 

S
oc

ie
ty

spectral and temporal information within the frame-

work of a statistical and a cortex-like neuromorphic

approach for automatic target recognitions.20 This

section introduces the technique of a matched filter

detection algorithm for the identification of materials

with known signature characteristics.

In the language of machine, learning the process

for the identification of objects with given priori

knowledge is known as supervised classification.

With no priori knowledge, the process is known as

unsupervised classification. Target detection is a

subset of classification in which the detection process

attempts to classify pixels into two classes of target or

background, while classification in general attempts

to cluster pixels into different classes according to the

statistics of some measured metrics. The advantages

of supervised classification are that it is simple to

implement and its performance is relatively superior

to unsupervised classification. Examples of popular

supervised classification schemes for the hyperspec-

tral remote sensing application have been spectral

angle mapping, maximum likelihood, neural net,

support vector machine, linear discriminant classifier

(matched filter) and other distance metrics such as

Mahalanobis and minimum distance.12,21

Almost all parametric supervised classifiers extract

class parameters, such as the class covariance C and

the class mean m, exclusively from the training data.

In the classifier such as the quadratic classifier, the

goal is to evaluate the likelihood function H for each

class and the pixel x will be assigned to class label k if

Hk(x).Hi(x) for all i?k class labels, and this is

commonly termed as the maximum likelihood classi-

fier. In this case, the likelihood function is in the form

of21

Hi xð Þ~ C ij jz xi{mið ÞTC{1
i xi{mið Þ (3)

where the parameters ci and mi are the in-class

covariance and in-class mean, respectively. In situa-

tions such as surveillance applications, the number of

target pixels is normally a small fraction of the total

number of image pixels in the scene and the

sparseness of the target class implies that there are

not sufficient data to train a statistical classifier for

target classifications. This is a well-known issue with

small sample size problems and there are various

ways that can be employed for improving the

classification parameterisation.22 Alternatively, a

slightly different formulation using Fisher’s linear

discriminant known as the spectral matched filter can

be used12

y xið Þ~
sEC{1

b xi

sTC{1
b s

(4)

10 The ground photographs of the clutter background in the desert trial data consisting of var-

ious species of cacti, small bushes, medium sized trees, a road track and sand. This scene is

considerably different from the Barrax data (Fig. 7) having a larger material variation with

many different species randomly scattered throughout the scene

11 shows the detection result at a false alarm rate of

0.003 using the MUF2 anomaly detection algo-

rithm,4 and as before, the result is overlaid onto the

RGB image of the scene to help visualisation of the

result. Again, the correctly identified targets (man-

made objects) are in red and the false alarms are in

yellow. The probability of detection achieved at this

false alarm rate is y0.6, which is almost an order

of magnitude lower than that of the Barrax dataset.

This is mainly caused by the very small detection

cross-section of the mines and the noisiness of the

dataset
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where s is the spectral signature of the target which

can be extracted either from a library or through the

mean of the training dataset, and Cb is the out-of-

class covariance which is quite different from the

covariance ci in equation (3). If the value of y(xi) is

larger than a preset threshold and then the pixel at i

will be assigned to the same class label as the target s.

Shown in Figs. 12–14 is an example of how the

desired targets can be detected from the field using the

basic matched filter detection according to equa-

tion (4). Figure 12a depicts the RGB image of a car

park scene, and the desired targets are the coloured t-

shirts representing pedestrians and they are placed

among the gaps between the cars. The spectral

signatures of these targets have been pre-assessed in

the laboratory under artificial lighting illumination, as

shown in Fig. 12b. It is quite obvious that the recorded

raw data sensed by the HSI instrument are illumina-

tion-dependent, and the at-sensor signal has been

compounded by the sensor’s characteristic as well as

the camera settings. This is illustrated in Fig. 13a

showing the two spectra of a light green t-shirt which

have been recorded in the laboratory and outside in

the field, and two different spectra for the same target

are shown. Thus, it is essential to extract the intrinsic

characteristics such as the reflectance of the target to

achieve an environment invariance property and to use

this as the target signature characteristic. This is

commonly attained through a process known as

atmospheric correction which recalibrates the scene

into its intrinsic characteristic23,24 such that its

property will be invariant in time, space, surface

properties of the material concerned, illumination

conditions and spatial variations on the ground.

a b

12 (a) shows the photograph of a car park scene and there are some t-shirts scattering around

the site acting as targets. The signatures of seven selected t-shirt as targets have been pre-

assessed in the laboratory under artificial illumination condition as shown in (b)

(a) (b)

13 The real need to convert the raw HSI data into its intrinsic reflectance before the detection:

(a) two distinctly different spectra of the same material (green t-shirt) recorded under two dif-

ferent environments of indoor and outdoor illuminations, which are in turn very different

from its intrinsic reflectance as depicted in the black triangle plot; (b) the reflectance spectra

of all the t-shirt targets which were measured in the laboratory and they were then converted

into reflectance using an atmospheric correction scene calibration method
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Figure 13b shows the reflectance traces of the seven

selected t-shirt targets which were measured in the

laboratory, and they were then used as the target

signatures for finding the t-shirts in the car park scene

that is presented in Fig. 12a.

Using the reflectance spectra of the t-shirts

presented in Fig. 13b as the target vector s, the

matched filter detection result in false colours is

shown in Fig. 14. The result highlights the detected

target pixels in different colours according to the

colour of the class labels as depicted in the right hand

colour bar of the figure. There are seven class labels

representing the seven different colours of the t-shirts

as shown in Fig. 12b, and in addition, there is a class

0 which represents the background to include every-

thing else that does not belong to any of these seven

classes. It is quite clear that the result has got a

majority of class 0 pixels and only six out of the seven

targets have been found. The detection performance

has been good but not completely ideal; hence,

current research in our laboratory has been using

more sophisticated classifiers together with adaptive

feature selection methodology for the recognition and

tracking of pedestrians and vehicles in a highly

cluttered background such as that in the town centre.

3.3 Remote sensing of stress for homeland security

applications using HSI

Technologies for the combat of terrorism have been

one of the fastest growing demands in the twenty-first

century’s homeland security sector. There have been

numerous novel ideas proposed for anti-terrorism,

14 The detection result obtained by the basic matched

filter algorithm, aiming at the detection of the seven

selected t-shirts that have been presented in

Fig. 12b. All pixels are in false colours according to

the colours of the class labels located on the right

hand side of the figure. Class 0 represents the back-

ground and anything else that does not belong to

any of these seven targets

15 The result for the detection of emotional and physical stress by sensing the increases in blood

oxygenation using an HSI technique. The upper and lower panels are the RGB pictures and

the oxy-haemoglobin (HbO2) maps in false colours respectively when the subject was at rest

(a), under emotional stress (b) and under physical stress (c). The HbO2 level is represented by

the hotness of colour: bright red5100% and dark blue50%. It is seen that the HbO2 level

increases when the subject is under emotional and physical stress
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and one of the most important ones has been the

direct detection of improvised explosive devices

(IED). Relatively indirect methods such as through

human behaviour, activity, contextual and body

language (gestures and facial expressions) have been

proposed for the extrapolation of motive via a human

factors computational model. When explosives are

packed in a light and air tight manner, it is clearly a

technical challenge to detect them directly. Indirect

methods using an ‘effective computing’ approach

relies a great deal on the certainty of cognitive

theories which is itself a matter of intensive research.

Other direct methods, such as to assess intent through

physiological or neurological states, are viable but

challenging in practice. Conventional means for

assessing intent have been by direct contact methods

such as polygraph and functional magnetic resonance

imaging, and both these techniques are not feasible

for implementation in busy public places.

So rather than detecting the IED directly, we are

seeking to discern if intent can be assessed through

physiological or neurological states, such as the

detection of human stress. Stress is a temporarily-

induced physiological and/or psychological imbalance

that is caused by any action/situation (stressor) which

an individual regards as a possible danger or threat. A

physical stressor is one that has a direct effect on the

body. This may be an external environmental condition

(heat, cold and noise) or due to the internal physical/

physiological demands of the human body such as

caused by physical exercise. A mental (emotional)

stressor is one in which only information reaches the

brain with no direct physical impact on the body. This

information may place demands on either the cognitive

systems (thought processes) or the emotional system

(feeling responses, such as anger or fear) in the brain.

It is well-known that emotional or physical stresses

induce a surge of adrenaline in the blood stream

under the command of the sympathetic nervous

system, which cannot be easily suppressed by train-

ing. The onset of this alleviated level of adrenaline

triggers a number of physiological chain reactions in

the body, such as dilation of the pupil and an

increased level of blood flow to muscles. There is

evidence that the result of these physiological

responses causes an elevation of blood oxygenation

in the body by approximately two-fold during stress,

and thus it is possible to detect these changes of

oxygenation as an indication of stress level using

imaging techniques such as HSI.25

Spectroscopic tuning has been a common method

for assessing tissue haemoglobin oxygenation,26,27

and generally, it is realized using a selection of a few

wavelengths which exhibit strong differential absorp-

tivity characteristics. Using the Beer Lambert law

formulation, each constituent in the region of interest

can be deduced through the relationship

A~
X

aiCi (5)

where A is the attenuation of the probing light, and a

and C are the wavelength-dependent absorption

coefficient and concentration of each constituent i

in the tissue sample. Most workers in the field

assumed that the haemoglobin and the melanin are

the only main scatters in the visible region ,600 nm.

Owing to the appreciable penetration of light into the

body tissue for wavelengths in the near-infrared

region between 600 and 1000 nm, it is found that as

many as six different wavelengths in this region are

needed in order to solve equation (5) for deducing the

concentrations of various substances contained

within the probing depth. Using three different

wavelengths at around the 550 nm region, we have

developed two different algorithms to successfully

detect the stress via haemoglobin oxygenation analy-

sis. Figure 15 shows the level of oxy-haemoglobin

(HbO2) of a participant in false colours when he was

under emotional and physical stress. The hotness of

the colour represents the levels of the HbO2 with

bright red pixels being 100% and a dark blue being

0%. It is seen that the HbO2 increases particularly in

the facial region when the subject is under both

emotional and physical stress. This result was

obtained during a preliminary study carried out in

2009 and that the detection algorithm utilized had

not been optimized and continued improvements are

a matter of ongoing research in our laboratory.

4 CONCLUSIONS

This paper introduces the concept of HSI and

highlights the pros and cons of various instrumenta-

tion options of the technology particularly for

military and homeland security applications. The

paper has covered two of the most commonly

deployed spectrograph types in the HSI community,

namely, the dispersive and the narrow-band tuning

filter. It then follows on to highlight how HSI can be

adopted for target detections particularly when the

knowledge of the target is not available, and also how
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it can be used for the recognition and tracking of

objects with desired signatures. The paper has also

briefly demonstrated the possibility for recognizing

human physiological states such as those induced by

stress or anxiety using HSI at a standoff distance. By

monitoring the haemoglobin oxygenation level in the

facial region, we have shown a successful detection of

stress through an increase in oxy-haemoglobin level.

Throughout this paper, the versatility of HSI for

defence and homeland security applications has been

emphasized using real experimental data collected

during the course of our research with the Sensors

Group here at the Defence Academy.
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