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Abstract

Much research in translation studies indicates that translated texts are ontologically different from original, non-translated ones. Translated texts, in any language, can be considered a dialect of that language, known as ‘translationese’. Several characteristics of translationese have been proposed as universal in a series of hypotheses. In this work we test these hypotheses using a computational methodology that is based on supervised machine learning. We define several classifiers that implement various linguistically-informed features, and assess the degree to which different sets of features can distinguish between translated and original texts. We demonstrate that some feature sets are indeed good indicators of translationese, thereby corroborating some hypotheses, whereas others perform much worse (sometimes at chance level), indicating that some ‘universal’ assumptions have to be reconsidered.
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1. Introduction

This work addresses the differences between translated (T) and original (O), non-translated texts. These differences, to which we refer as ‘features’, have been discussed and studied extensively by translation scholars in the last three decades. In this work we employ computational means to investigate them quantitatively. Focusing only on English, our main methodology is based on machine learning, more specifically an application of machine learning to text classification.

The special status of translated texts is a compromise between two forces, fidelity to the source text, on the one hand, and fluency in the target language, on the other hand. Both forces exist simultaneously: some ‘fingerprints’ of the source text are left on the target text, and at the same time the translated text includes shifts from the source so as to be more fluent and produce a better fit to the target language model. The differences between O and T were studied empirically since the 1990s by translation scholars on computerized corpora (Laviosa, 2002), but only recently, since Baroni and Bernardini (2006), has it been shown that distinguishing between O and T can be done automatically with a high level of accuracy.

Toury (1980) paved the way for studying translated texts in comparison to target language texts, ignoring the source text altogether. The idea behind this move was that translations as such, regardless of the source language, have something in common, certain stylistic features governed by so-called translation norms, and therefore, in order to learn about these special marks of translation, the right point of reference is non-translated texts.

Baker (1993) calls for compiling and digitizing ‘comparable corpora’ and using them to study ‘translation universals’, such as simplification, the tendency to make the source text simpler lexically, syntactically, etc, or explicitation, the tendency to render implicit utterances in the original more explicit in the translation. This call sparked a long-lasting quest for translation universals, and several works test such hypotheses in many target languages, including English, Finnish, Hungarian, Italian and Swedish (Mauranen and Kujamäki 2004; Mauranen 2008).

In this study we refrain from the token ‘universal’ and focus instead on ‘features’. This terminological choice has several reasons. First, the focus is mostly on data and empirical
findings, and less on translation theory as such. Whereas the features are motivated by and organized according to theoretical categories, we admit that certain features can belong to more than one theoretical category (see Section 6). Second, we show that certain features (such as mean sentence length) are highly dependent on the source language, and in general many of the features have a skewed distribution (again, see Section 6); we therefore cast doubt on the universality of ‘universals’. Third, the term ‘feature’ (or sometimes ‘attribute’) is common in machine learning parlance, which is the main methodology used in this study.

This paper uses machine learning algorithms to distinguish between O and T. In particular, we apply text classification, a methodology that has been used for classifying texts according to topic, genre, etc. (Sebastiani 2002), but also for authorship attribution, classification of texts according to their authors’ gender, age, provenance, and more (Koppel et al. 2009). This methodology has been successfully applied to studying O vs. T in various datasets and in different source and target languages (see Chapter 2). In most of these works the focus is on computational challenges, namely classifying with high accuracy, expanding to more scenarios (for example, cross-domain classification), and minimizing the samples on which the computer is trained, so the attribution can be done on smaller portions of texts. Our study, in contrast, employs this methodology to examine a list of 32 features of ‘translationese’ suggested by translation scholars, with an eye to the question whether some of these features can be utilized to tell O from T.

The main contribution of this work is thus theoretical, rather than practical: we use computational means to investigate several translation studies hypotheses, corroborating some of them but refuting others. More generally, we advocate the use of automatic text classification as a methodology for investigating translation studies hypotheses in general, and translation universals in particular.

After reviewing related work in the next chapter, we detail our methodology in Section 3. We describe several translation studies hypotheses in Section 4, explaining how we model them computationally in terms of features used for classification. The results of the classifiers are reported in Section 5, and are analyzed and discussed in Section 6. We conclude with suggestions for future research.
2. Related Work

Numerous studies suggest that translated texts differ from original ones. Gellerstam (1986) compares texts written originally in Swedish and texts translated from English into Swedish. He notes that the differences between them do not indicate poor translation but rather a statistical phenomenon, which he terms translationese. The features of translationese were theoretically organized under the terms laws of translation or translation universals.

Toury (1980, 1995) distinguishes between two laws: the law of interference and the law of growing standardization. The former pertains to the fingerprints of the source text that are left in the translation product. The latter pertains to the effort to standardize the translation product according to existing norms in the target language and culture. The combined effect of these laws creates a hybrid text that partly corresponds to the source text and partly to texts written originally in the target language, but in fact is neither of them (Frawley, 1984).

Baker (1993) suggests several candidates for translation universals, which are claimed to appear in any translated text, regardless of the source language: “features which typically occur in translated text rather than original utterances and which are not the result of interference from specific linguistic systems” (Baker, 1993, p. 243). Consequently, there is no need to study translations vis-à-vis their source. The corpus needed for such study is termed comparable corpus where translations from various source languages are studied in comparison to non-translated texts in the same language, holding for genre, domain, time frame, etc. Among the better known universals are simplification and explicitation, defined and discussed thoroughly by Blum-Kulka and Levenston (1978, 1983) and Blum-Kulka (1986), respectively.

Following Baker (1993), a quest for the holy grail of translation universals began, culminating in Mauranen and Kujamäki (2004). Chesterman (2004) distinguishes between S-universals and T-universals. S-universals are features that can be traced back to the source text, and include, among others, lengthening, interference, dialect normalization and reduction of repetitions. T-universals, on the other hand, are features that should be studied vis-à-vis non-translated texts.

---

1 This term should be distinguished from comparable corpus in computational linguistics, where it refers to texts written in different languages that contain similar information.
in the target language, i.e., by using a comparable corpus. These include such features as simplification, untypical patterning and under-representation of target-language-specific items. This distinction classifies putative translation universals into two categories, each of which calls for a different kind of corpus, parallel for S-universal and comparable for T-universals.

In the last decade, corpora have been used extensively to study translationese. For example, Al-Shabab (1996) shows that translated texts exhibit lower lexical variety (type-to-token ratio) than originals; Laviosa (1998) shows that their mean sentence length is lower, as is their lexical density (ratio of content to non-content words). Both these studies provide evidence for the simplification hypothesis. Corpus-based translation studies has become a very prolific area of research (Laviosa, 2002).

Text classification methods have only recently been applied to the task of identifying translationese. Baroni and Bernardini (2006) use a two-million-token Italian newspaper corpus, in which 30% of the texts are translated from various source languages the proportions of which are not reported. They train a support vector machine (SVM) classifier using unigrams, bigrams and trigrams of surface forms, lemmas and part-of-speech (POS) tags. They also experiment with a mixed mode, in which function words are left intact but content words are replaced by their POS tags. The best accuracy, 86.7%, is obtained using a combination of lemma and mixed unigrams, bigrams and POS trigrams. Extracting theoretically interesting features, they show that Italian T includes more ‘strong’ pronouns, implying that translating from non-pro-drop languages to a pro-drop one, like Italian, is marked on T. In other words, if a certain linguistic feature is mandatory in the source language and optional in the target language, more often than not it will be carried over to the target text.

This is a clear case of positive interference, where features that do exist in O have greater likelihood to be selected in T. In contrast, there are cases of negative interference, where features common in O are under-represented in T (Toury 1995), and more generally, “[t]ranslations tend to under-represent target-language-specific, unique linguistic features and over-represent features that have straightforward translation equivalents which are frequently used in the source language” (Eskola 2004, p. 96).

Inspired by Baroni and Bernardini (2006), Kurokawa et al. (2009) use a mixed text representation in which content words are replaced by their corresponding POS tags, while function words are retained. The corpus here is the Canadian Hansard, which consists of texts in English and Canadian French and translations in both directions, drawn from official records of the proceedings of the Canadian Parliament. Interestingly, they demonstrate that learning the
direction is relevant for statistical machine translation: they train systems to translate between French and English (and vice versa) using a French-translated-to-English parallel corpus, and then an English-translated-to-French one. They find that in translating into French it is better to use the latter parallel corpus, and when translating into English it is better to use the former. The contribution of knowledge of the translation direction to machine translation is further corroborated in a series of works (Lembersky et al., 2011, 2012a,b).

van Halteren (2008) shows that there are significant differences between texts translated from different source languages to the same target language in EUROPARL (Koehn, 2005). The features are 1–3-grams of tokens that appear in at least 10% of the texts of each class. There are 6×6 classes: an original and 5 translations from and into the following: Danish, English, French, German, Italian and Spanish. Tokens appearing in less than 10% of the texts in each class are replaced with ⟨x⟩. Thus, for example, are_right⟨x⟩ is a marker of translations from German, while conditions_of⟨x⟩ is a marker of translations from French. The 10% threshold does not totally exclude content words, and therefore many markers reflect cultural differences, most notably the form of address ladies and gentlemen which is highly frequent in the translations but rare in original English.

Ilisei et al. (2010) test the simplification hypothesis using machine learning algorithms. As noted earlier, certain features, such as average sentence length, do not provide a rich model, and cannot, by themselves, discriminate between O and T with high accuracy. Therefore, in addition to the ‘simplification features’, the classifier is trained on POS unigrams, and then each simplification feature is included and excluded and the success rate in both scenarios is compared. They then conduct a t-test to check whether the difference is statistically significant.

Ilisei et al. (2010) define several ‘simplification features’, including average sentence length; sentence depth (as depth of the parse tree); ambiguity (the average number of senses per word); word length (the proportion of syllables per word); lexical richness (type/token ratio); and information load (the proportion of content words to tokens). Working on Spanish, the most informative feature for the task is lexical richness, followed by sentence length and the proportion of function words to content words. Both lexical richness and sentence length are among the simplification features and are therefore considered to be indicative of the simplification hypothesis. All in all, they succeed in differentiating between translated and non-translated texts with 97.62% accuracy and conclude that simplification features exist and heavily influence the results. These results pertain to Spanish translated from English.

Our work is similar in methodology, but is much broader in scope. While Ilisei et al. (2010)
use their simplification features to boost the accuracy of the classifier, our goal is different, as we are interested not in the actual accuracy of any feature by itself, but in its contribution, if any, to the classification and translation process. We test some of the simplification features on English translated from ten source languages vs. original English. We also add more simplification features to those introduced by Ilisei et al. (2010) to test the simplification hypothesis. Most importantly, we add many more features that test a large array of other hypotheses.

Koppel and Ordan (2011) aim to identify the source language of texts translated to English from several languages, and reason about the similarities or differences of the source languages with respect to the accuracy obtained from this experiment. The data are taken from the EUROPARL corpus, and include original English texts as well as English texts translated from Finnish, French, German, Italian and Spanish. In order to abstract from content, the only features used for classification are frequencies of function words. Koppel and Ordan (2011) can distinguish between original and translated texts with 96.7% accuracy; they can identify the original language with 92.7% accuracy; and they can train a classifier to distinguish between original English and English translated from language $L_1$, and then use the same classifier to differentiate between original English and English translated from $L_2$, with accuracies ranging from 56% to 88.3%. Interestingly, the success rate improves when $L_1$ and $L_2$ are typologically closer. Thus, training on one Romance language and testing on another yields excellent results between 84.5%-91.5% (there are 6 such pairs for French, Italian and Spanish).

The poor results (56%) of training on T from Finnish and testing on T from Italian or Spanish, for example, cast doubt on the concept of ‘translation universals’. It shows that translationese is highly dependent on the pair of languages under study. Although Koppel and Ordan (2011) manage to train on all the T components vs. O and achieve a good result distinguishing between O and T (92.7%), it is exactly their main finding of pair-specific dependence that may tie this success to their corpus design: three fifths of their corpus belong to the same language family (Romance), another fifth of translations from German is also related (Germanic), and only the last fifth, Finnish, is far removed (Finno-Ugric). In our experiments we use a wider range of source languages in an effort to neutralize this limitation.

Popescu (2011), too, identifies translationese with machine-learning methods. He uses a corpus from the literary domain, mainly books from the nineteenth century. The corpus contains 214 books, half of which (108) are originally written in British and American English. The other half is of translated English, 76 from French and 30 from German. The book domains are varied and translations are ensured to be of at least minimal quality. Popescu (2011) uses character
sequences of length 5, ignoring sentence boundaries, for classification. He achieves 99.53% to 100% accuracy using different cross-validation methods. When training on British English and translations from French, and testing on American English and translations from German, the accuracy is 45.83%. He then uses the original French corpus to eliminate proper names, still at the character level, and achieves 77.08% accuracy. By mixing American and British texts, 76.88% accuracy is achieved.

This work has many advantages from the engineering point of view: extracting characters is a trivial text-processing task; the methodology is language-independent, and with some modifications it can be applied, for example, to Chinese script, where segmenting words is a non-trivial task; it does not impose any theoretical notions on the classification; last, the model for O and T is very rich since there are many possible character n-gram values (like the, of, -ion, -ly, etc.) and therefore the model can fit to different textual scenarios on which it is tested. Similarly to Popescu (2011), we use simple n-gram characters, n = 1, 2, 3, among many other features. The higher n is, the more we can learn about translationese, as we show in Section 4.

In contrast to some previous works, we use the machine-learning methodology with great care. First, we compile a corpus with multiple source languages, from diverse language families; we balance the proportion of each language within the corpus, and provide detailed information that can be used for replicating our results. Second, we totally abstract away from content so as to be unbiased by the topics of the corpora. A classifier that uses as features the words in the text, for example, is likely to do a good job telling O from T simply because certain words are culturally related to the source language from which the texts are translated (e.g., the word Paris in texts translated from French). We provide data on such classifiers, but only as a “sanity check”. Finally, and most importantly, we use a plethora of linguistically informed features to learn more about the nature of translationese.
3. Methodology

Our main goal in this work is to study the features of translated texts. Our methodology is corpus-based, but instead of computing quantitative measures of O and T directly, we opt for a more sophisticated, yet more revealing methodology, namely training classifiers on various features, and investigating the ability of different features to accurately distinguish between O and T. We now detail the methodology and motivate it.

3.1. Text Classification with Machine Learning

In supervised machine-learning, a classifier is trained on labeled examples the classification of which is known a priori. The current task is a binary one, namely there are only two classes: O and T. Each instance in the two classes has to be represented: a set of numeric features is extracted from the instances, and a generic machine-learning algorithm is then trained to distinguish between feature vectors representative of one class and those representative of the other. For example, one set of features for natural texts could be the words (or tokens) in the text; the values of these features are the number of occurrences of each word in the instance. This set of features is extracted from the text instances in both classes, and then each of the classes is modeled differently such that there is a model for how O should look like and a model for how T should look like. Given enough data for training and given that the features are indeed relevant, the trained classifier can then be given an ‘unseen’ text, namely a text that is not included in the training set. Such a text is again represented by a feature vector in the same manner, and the classifier can predict whether it belongs to the O class or to the T class. Such unseen texts are known as “test set”.

One important property of such classifiers is that they assign “weights” to the features used for classification, such that significant features are assigned higher weights. Due to potential dependencies among features, some features may be assigned weights that diminish their im-

---

1 A terminological note is in place: throughout this paper, O and T refer to texts written in the same language, specifically in English. The languages from which T was translated are therefore referred to as the source languages. When we say French, for example, we mean texts translated to English from French.
portance on their own, as they do not add any important data to the classifier. This means that low weights are not always very reliable; but if a feature is assigned a high weight, it is certainly a good indication of a significant difference between the two classes (the inverse does not necessarily hold).

3.2. Motivation

Applying machine learning algorithms to identify the class of the text (O or T) is thus a sound methodology for assessing the predictive power of a feature set. This is by no means a call to abandon traditional significance tests as a tool to learn about differences between texts, and in fact, we use both in this study. But text classification is more robust, in the sense that it reflects not just average differences between classes, but also the different distributions of features across the classes, in a way that facilitates generalization: prediction of the class of new, unseen examples.

To illustrate this point, consider the case of punctuation marks. We compare the frequencies of several marks in O and T. Table 3.1 summarizes the data: for each punctuation mark, it lists the raw frequency in O and T; the relative frequency (multiplied by 1000) in both classes; the ratio between O and T (‘ratio’); whether the feature in question typifies O or T according to a log-likelihood (LL) test ($p < 0.05$); and the strength of the weight assigned to the feature by a particular classifier (Section 3.3), where T1 is the most prominent feature of translation, T2 the second most prominent, and so on; the same notation from O1 to O7 is applied to O.

<table>
<thead>
<tr>
<th>Mark</th>
<th>Frequency</th>
<th>Rel. Freq.</th>
<th>Ratio</th>
<th>LL</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>,</td>
<td>153982</td>
<td>207088</td>
<td>37.83</td>
<td>49.79</td>
<td>0.76</td>
</tr>
<tr>
<td>(</td>
<td>1713</td>
<td>3012</td>
<td>0.42</td>
<td>0.72</td>
<td>0.58</td>
</tr>
<tr>
<td>’</td>
<td>7876</td>
<td>10503</td>
<td>1.94</td>
<td>2.53</td>
<td>0.77</td>
</tr>
<tr>
<td>)</td>
<td>1642</td>
<td>3010</td>
<td>0.40</td>
<td>0.72</td>
<td>0.56</td>
</tr>
<tr>
<td>/</td>
<td>1226</td>
<td>1254</td>
<td>0.30</td>
<td>0.30</td>
<td>1.00</td>
</tr>
<tr>
<td>[</td>
<td>37</td>
<td>84</td>
<td>0.01</td>
<td>0.02</td>
<td>0.45</td>
</tr>
<tr>
<td>]</td>
<td>37</td>
<td>85</td>
<td>0.01</td>
<td>0.02</td>
<td>0.44</td>
</tr>
<tr>
<td>”</td>
<td>1325</td>
<td>927</td>
<td>0.33</td>
<td>0.22</td>
<td>1.46</td>
</tr>
<tr>
<td>!</td>
<td>878</td>
<td>720</td>
<td>0.22</td>
<td>0.17</td>
<td>1.25</td>
</tr>
<tr>
<td>:</td>
<td>155490</td>
<td>143885</td>
<td>38.20</td>
<td>34.60</td>
<td>1.10</td>
</tr>
<tr>
<td>;</td>
<td>4898</td>
<td>4862</td>
<td>1.20</td>
<td>1.17</td>
<td>1.03</td>
</tr>
<tr>
<td>;</td>
<td>3426</td>
<td>3465</td>
<td>0.84</td>
<td>0.83</td>
<td>1.01</td>
</tr>
<tr>
<td>?</td>
<td>6393</td>
<td>4625</td>
<td>1.57</td>
<td>1.11</td>
<td>1.41</td>
</tr>
<tr>
<td>-</td>
<td>10893</td>
<td>9369</td>
<td>2.68</td>
<td>2.25</td>
<td>1.19</td>
</tr>
</tbody>
</table>

Table 3.1.: Summary data for punctuation marks across O and T
The most prominent marker of T according to the classifier is the comma, which is indeed about 1.3 times more frequent in T than in O. There are punctuation marks for which the ratio is much higher; for example, square brackets are about 2.2 times more frequent in T. But their raw frequency in the corpus is very low, and therefore, this difference is not robust enough to make a prediction. Theoretically it may be interesting to note that in translations from Swedish into English, for example, there are four times more square brackets than in original English, but this plays no significant role in the classification task.

Conversely, there are cases where the critical value of LL is not significant by common standards, but it does play a role in classification. Such is the case of the colon. The ratio O/T is 1.03 and the critical value is 2.06, namely $p < 0.15$. This value still accounts for 85% of the cases and although common statistical wisdom would rule it out as an insignificant feature, it does play a significant role in telling O from T using text classification techniques.

The parentheses appear almost always together. We notice rare cases of ‘(’ appearing in itself, usually as a result of tokenization problem, and some cases of the right parenthesis ‘)’ appearing by itself, usually in enumerating items within a paragraph, a common notation in non-English languages and therefore three times more frequent in T than in O (30 vs. 10 cases, respectively). Although the raw frequency of both ‘(’ and ‘)’ is about the same and although the ratio between their frequency in O and their frequency in T is nearly identical, ‘(’ appears to be a better marker of T according to the classifier. When a classifier is encountered with two highly dependent features it may ignore one of them altogether. This does not mean the ignored feature is not important, it only means it does not add much new information.

In summary, we use text classification algorithms to measure the robustness of each feature set. We are interested in differences between O and T, but we are also interested in finding out how revealing these features are, how prominent in the marking of translated text, to the effect that they have a predictive power. We use the information produced by the classifiers to provide a preliminary analysis. Then, to make a finer analysis, we check some of the features manually and conduct significance tests. We believe that using text classification techniques provides a good tool to study the makeup of translated texts in a general way, on the one hand, and that using statistical significance tests on occasion enables the researcher to look at less frequent events which are no doubt part of the story of translationese, on the other hand.
3.3. Experimental Setup

The main corpus we use is the proceedings of the European Parliament, EUROPARL (Koehn, 2005), with approximately 4 million tokens in English (O) and the same number of tokens translated from 10 source languages (T): Danish, Dutch, Finnish, French, German, Greek, Italian, Portuguese, Spanish, and Swedish. Although the speeches are delivered orally (many times read out from written texts), they can be considered a translation rather than interpretation, since the proceedings are produced in the following way:

1. The original speech is transcribed and minimally edited;
2. The text is sent to the speaker, who may edit it further;
3. The resulting text is translated into the other official languages.

The corpus is first tokenized and then partitioned into chunks of approximately 2000 tokens (ending on a sentence boundary). The purpose of this is to make sure that the length of an article does not interfere with the classification. We then generate POS tags for the tokenized texts. We use the UIUC CCG sentence segmentation tool to detect sentence boundaries; and OpenNLP with the default MaxEnt tagger and Penn Treebank tagset, to tokenize the texts and induce POS tags.

We use the Weka toolkit (Hall et al., 2009) for classification; in all experiments, we use SVM (SMO) as the classification algorithm, with the default linear kernel. We employ ten-fold cross-validation and report accuracy (percentage of chunks correctly classified). Since the classification task is binary and the training corpus is balanced, the baseline is 50%.

---

2We are grateful to Emma Wagner, Vicki Brett, and Philip Cole (EU, Head of the Irish and English Translation Unit) for this information.
4. Hypotheses

We test several translation studies hypothesis. In this section we list each hypothesis, and describe how we model it in terms of the features used for classification. Feature design is a sophisticated process. In determining the feature set, the most important features must:

1. reflect frequent linguistic characteristics we would expect to be present in the two types of text;

2. be content-independent, indicating formal and stylistic differences between the texts that are not derived from differences in contents, domain, genre, etc.; and

3. be easy to interpret, yielding insights regarding the differences between original and translated texts.

We focus on features that reflect structural properties of the texts, some of which have been used in previous works. We now define the features we explore in this work; for each feature, we provide a precise definition that facilitates replication of our results, as well as a hypothesis on its ability to distinguish between O and T, based on the translation studies literature.

When generating many of the features, we normalize the feature’s value, $v$, by the number of tokens in the chunk, $n$: $v' = v \times 2000/n$. This balances the values over chunks that have slightly more or less than 2000 tokens each (recall that chunks respect sentence boundaries). Henceforth, when describing a normalized feature, we report $v'$ rather than $v$. We also multiply the values of some features by some power of 10, rounding up the result to the nearest integer, in order to have a set of values that is easier to compare. This does not affect the classification results.

4.1. Simplification

Simplification refers to the process of rendering complex linguistic features in the source text into simpler features in the target text. Strictly speaking, this phenomenon can be studied only vis-à-vis the source text, since ‘simpler’ is defined here in reference to the source text, where, for example, the practice of splitting sentences or refraining from complex subordinations can
be observed. And indeed, this is how simplification was first defined and studied in translation studies (Blum-Kulka and Levenston 1983; Vanderauwera 1985). Baker (1993) suggests that simplification can be studied by comparing translated texts with non-translated ones, as long as both texts share the same domain, genre, time frame, etc. In a series of corpus-based studies, Laviosa (1998, 2002) confirm this hypothesis. Ilisei et al. (2010) and Ilisei and Inkpen (2012) train a classifier enriched by simplification features and bring further evidence for this universal in Italian and Spanish.

We model the simplification hypothesis through the following features:

**Lexical Variety** The assumption is that original texts are richer in terms of vocabulary than translated ones, as hypothesized by Baker (1993) and studied by Laviosa (1998). Lexical variety is known to be an unstable phenomenon which is highly dependent on corpus size (Tweedie and Baayen 1998). We therefore use three different type-token ratio (TTR) measures, following Grieve (2007), where \( V \) is the number of types and \( N \) is the number of tokens per chunk. All three versions consider punctuation marks as tokens.

1. \( V/N \), magnified by order of 6.
2. \( \log(V)/\log(N) \), magnified by order of 6.
3. \( 100 \times \log(N)/(1 - V_1/V) \), where \( V_1 \) is the number of types occurring only once in the chunk.

**Mean word length (in characters)** We assume that translated texts use simpler words, in particular shorter ones. Punctuation marks are excluded from the tokens in this feature.

**Syllable ratio** We assume that simpler words are used in translated texts, resulting in fewer syllables per word. We approximate this feature by counting the number of vowel-sequences that are delimited by consonants or space in a word, normalized by the number of tokens in the chunk.

**Lexical density** This measure is also used by Laviosa (1998). The frequency of tokens that are not nouns, adjectives, adverbs or verbs. This is computed by dividing the number of tokens tagged with POS tags that do not open with J, N, R or V by the number of tokens in the chunk.

**Mean sentence length** Splitting sentences is a common strategy in translation, which is also considered a form of simplification. Baker (1993) renders it one of the universal features of ‘simplification’. Long and complicated sentences may be simplified and split into short,
simple sentences. Hence we assume that translations contain shorter sentences than original texts. We consider punctuation marks as tokens in the computation of this feature.

**Mean word rank** We assume that less frequent words are used more often in original texts than in translated ones. This is based on the observation of [Blum-Kulka and Levenston (1983)](http://www.insightin.com/esl/) that translated texts “make do with less words” and the application of this feature by [Laviosa (1998)](http://www.insightin.com/esl/). A theoretical explanation is provided by [Halverson (2003)](http://www.insightin.com/esl/) that translators use more prototypical language, i.e., they “regress to the mean” [Shlesinger (1989)](http://www.insightin.com/esl/). To compute this, we use a list of 6000 English most frequent words and consider the rank of words (their position in the frequency-ordered list). The maximum rank is 5000 (since some words have equal ranks). We handle words that do not appear in the list in two different ways:

1. Words not in this list are given a unique highest rank of 6000.
2. Words not in the list are ignored altogether.

Values (in both versions) are rounded to the nearest integer. All punctuation marks are ignored.

**Most frequent words** The normalized frequencies of the $N$ most frequent words in the corpus.

We define three features, with three different thresholds: $N = 5, 10, 50$. Punctuation marks are excluded.

### 4.2. Explicitation

*Explicitation* is the tendency to spell out in the target text utterances that are more implicit in the source. Like simplification, this ‘universal’ can be directly observed in T only in reference to O; if there is an implicit causal relation between two phrases in the source text and a cohesive marker such as *because* is introduced in target text, then it could be said with confidence that explicitation took place. But explicitation can also be studied by constructing a comparable corpus [Baker (1993)](http://www.insightin.com/esl/), and it is fair to assume that if there are many more cohesive markers in T than in O (in a well-balanced large corpus like EUROPARL), it could serve as an *indirect* evidence of explicitation.


that some of the prominent features in their list of function words are cohesive markers, such as *therefore*, *thus* and *consequently*.

The first three classifiers below are inspired by an example provided by Baker (1993, pp. 243-4), where the clause *The example of Truman was always present in my mind* is rendered into Arabic with a fairly long paragraph, which includes the following: *In my mind there was always the example of the American President Harry Truman, who succeeded Franklin Roosevelt...*.

**Explicit naming** We hypothesize that one form of explicitation in translations is the use of a personal pronoun as a clarification of a proper noun. We calculate the ratio of personal pronouns to proper nouns, both singular and plural, magnified by an order of 3. See also ‘Pronouns’, Section 4.3.

**Single naming** The frequency of proper nouns consisting of a single token, not having an additional proper noun as a neighbor. This can be seen in an exaggerated form in the example above taken from Baker (1993, pp. 243-4). As a contemporary example, it is common to find in German news (as of 2012) the single proper name *Westerwelle*, but in translating German news into another language, the translator is likely to add the first name of this person (*Guido*) and probably his role, too (*minister of foreign affairs*).

**Mean multiple naming** The average length (in tokens) of proper nouns (consecutive tokens tagged as Proper Nouns), magnified by an order of 3. The motivation for this feature is the same as above.

**Cohesive markers** Translations are known to excessively use certain *cohesive markers* (Blum-Kulka, 1986; Øverås, 1998; Koppel and Ordan, 2011). We use a list of 40 such markers, based on Koppel and Ordan (2011); see Appendix A.1. Each marker in the list is a feature, whose value is the frequency of its occurrences in the chunk.

Translators take great efforts to standardize texts (Toury, 1995), or, in the words of Baker (1993, p. 244), they have “a strong preference for conventional ‘grammaticality’”. We include in this the tendency to avoid repetitions (Ben-Ari, 1998), the tendency to use a more formal style manifested in refraining from the use of contractions (Olohan, 2003), and the tendency to overuse fixed expressions even when the source text refrains, sometime deliberately, from doing so (Toury, 1980; Kenny, 2001).

We model normalization through the following features:

**Repetitions** We count the number of content words (words tagged as nouns, verbs, adjectives
or adverbs) that occur more than once in a chunk, and normalize by the number of tokens in the chunk. Inflections of the verbs be and have are excluded from the count since these verbs are commonly used as auxiliaries. This feature’s values are magnified by an order of 3.

**Contractions**  The ratio of contracted forms to their counterpart full form(s). If the full form has zero occurrences, its count is changed to 1. The list of contracted forms used for this feature is given in Appendix A.2

**Average PMI**  We expect original texts to use more collocations, and in any case to use them differently than translated texts. This hypothesis is based on Toury [1980] and Kenny [2001], who show that translations overuse highly associated words. We therefore use as a feature the average PMI (Church and Hanks, 1990) of all bigrams in the chunk. Given a bigram \( w_1w_2 \), its PMI is:

\[
\log\left(\frac{freq(w_1w_2)}{freq(w_1) \times freq(w_2)}\right)
\]

**Threshold PMI**  We compute the PMI of each bigram in a chunk, and count the (normalized) number of bigrams with PMI above 0.

### 4.3. Interference

Toury [1979] takes on the concept of *interlanguage* (Selinker, 1972) to define *interference* as a universal. Selinker [1972] coins the term in order to talk about the hybrid nature of the output of non-native speakers producing utterances in their second language. This output is heavily influenced by the language system of their first language. Translation is very similar in this sense, one language comes in close contact with another through transfer. In translation, however, translators habitually produces texts in their native tongue. Therefore, Toury [1979] advocates a descriptive study of interference not tainted, like in second language acquisition, by the view that the output reveals “ill performances”. Interference operates on different levels, from transcribing source language words, through using loan translations, to exerting structural (morphological and syntactic for example) influence. This may bring about, as noted by Gellerstam [1986], a different distribution of elements in translated texts, which he calls ‘translationese’, keeping it as a pure descriptive term (cf. Santos [1995]).

We model interference as follows:
**POS n-grams** We hypothesize that different grammatical structures used in the different source languages interfere with the translations; and that translations have unique grammatical structure. Following Baroni and Bernardini (2006) and Kurokawa et al. (2009), we model this assumption by defining as features unigrams, bigrams and trigrams of POS tags. We add special tokens to indicate the beginning and end of each sentence, with the purpose of capturing specific POS-bigrams and POS-trigrams representing the beginnings and endings of sentences. The value of these features is the actual number of each POS n-gram in the chunk.

**Character n-grams** This feature is motivated by Popescu (2011). Other than yielding very good results, it is also language-type dependent. We hypothesize that grammatical structure manifests itself in this feature, and as in POS n-grams, the different grammatical structures used in the different source languages interfere with the translations. We also hypothesize that this feature captures morphological features of the language. These are actually three different features (each tested separately): unigrams, bigrams and trigrams of characters. They are computed similarly to the way POS n-grams are computed: by the frequencies of n-letter occurrences in a chunk, normalized by the chunk’s size. Two special tokens are added to indicate the beginning and end of each word, in order to properly handle specific word prefixes and suffixes. We do not capture cross-token character n-grams, and we exclude punctuation marks.

**Contextual function words** This feature is a variant of POS n-grams, where the n-grams can be anchored by specific (function) words. Koppel and Ordan (2011) use only function words for classification; we use the same list of words in this feature (see Appendix A.3). This feature is defined as the (normalized) frequency of trigrams of function words in the chunk. In addition, we count also trigrams consisting of two function words (from the same list) and one other word; in such cases, we replace the other word by its POS. In sum, we compute the frequencies in the chunk of triplets \( \langle w_1, w_2, w_3 \rangle \), where at least two of the elements are functions words, and at most one is a POS tag.

**Positional token frequency** Writers have a relatively limited vocabulary from which to choose words to open or close a sentence. We hypothesize that the choices subject to interference. Munday (1998) and Gries and Wulff (2012) study it on a smaller scale in translations from Spanish to English and in translations from English to German, respectively. The value

---

2 We thank Moshe Koppel for providing us with the list of function words used in Koppel and Ordan (2011).
of this feature is the normalized frequency of tokens appearing in the first, second, antepenultimate, penultimate and last positions in a sentence. We exclude sentences shorter than five tokens. Punctuation marks are considered as tokens in this feature, and for this reason the three last positions of a sentence are considered, while only the first two of them are interesting for our purposes.

4.4. Miscellaneous

Finally, we define a number of features that cannot be naturally associated with any of the above hypotheses, but nevertheless throw light on the nature of translationese.

Function words We aim to replicate the results of Koppel and Ordan (2011) with this feature. We use the same list of function words (in fact, some of them are content words, but they are all crucial for organizing the text; see the list in Appendix A.3) and implement the same feature. Each function word in the corpus is a feature, whose value is the normalized frequency of its occurrences in the chunk.

Pronouns Pronouns are function words, and Koppel and Ordan (2011) report that this subset is among the top discriminating features between O and T. We therefore check whether pronouns alone can yield a high classification accuracy. Each pronoun in the corpus is a feature, whose value is the normalized frequency of its occurrences in the chunk. The list of pronouns is given in Appendix A.4.

Punctuation Punctuation marks organize the information within sentence boundaries and to a great extent reduce ambiguity; according to the explicitation hypothesis, translated texts are less ambiguous (Blum-Kulka 1986) and we assume that this tendency will manifest itself in the (different) way in which translated texts are punctuated. We focus on the following punctuation marks: ? ! : ; - ( ) ] [ ' " / . Apostrophes used in contracted forms are retained. Following Grieve (2007), we define three variants of this feature:

1. The normalized frequency of each punctuation mark in the chunk.
2. A non-normalized notion of frequency: \( \frac{n}{\text{tokens}} \), where \( n \) is the number of occurrences of a punctuation mark; and \( \text{tokens} \) is the actual (rather than normalized) numbers of tokens in the chunk. This value is magnified by an order of 4.
3. \( \frac{n}{p} \), where \( p \) is the total number of punctuations in the chunk; and \( n \) as above. This value is magnified by an order of 4.
**Ratio of passive forms to all verbs** We assume that English original texts tend to use the passive form more excessively than translated texts, due to the fact that the passive voice is more frequent in English than in some other languages (cf. Teich (2003) for German-English). If an active voice is used in the source language, translators may prefer not to convert it to the passive. Passives are defined as the verb *be* followed by the POS tag *VBN* (past participle). We calculate the ratio of passive verbs to all verbs, and magnified it by an order of 6.

As a “sanity check”, we use two other features: token unigrams and token bigrams. Each unigram and bigram in the corpus constitutes a specific feature, as in Baroni and Bernardini (2006). The feature’s value is its frequency in the chunk (again, normalized). For bigrams we add special markers of the edges of the sentences as described for POS-n-grams. We assume that different languages use different content words in varying frequencies in translated and non-translated texts. We expect these two features to yield conclusive results (well above 90% accuracy), while token bigrams are expected to yield somewhat better results than token unigrams. These features are highly content-dependent, and are therefore of no empirical significance; they are only used as an upper bound for our other features, and to emphasize the validity of our methodology: we expect very high accuracy of classification with these features.
5. Results

We implemented all the features discussed in the previous section as classifiers and used them for classifying held-out texts in a ten-fold cross-validation scenario, as described in Section 3. The results of the classifiers are reported in Table 5.1 in terms of the accuracy of classifying the test set.

<table>
<thead>
<tr>
<th>Category</th>
<th>Feature</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simplification</td>
<td>TTR (1)</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>TTR (2)</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>TTR (3)</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>Mean word length</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>Syllable ratio</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>Lexical density</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>Mean sentence length</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>Mean word rank (1)</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td>Mean word rank (2)</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>N most frequent words</td>
<td>64</td>
</tr>
<tr>
<td>Explicitation</td>
<td>Explicit naming</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>Single naming</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>Mean multiple naming</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>Cohesive Markers</td>
<td>81</td>
</tr>
<tr>
<td>Normalization</td>
<td>Repetitions</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>Contractions</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Average PMI</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>Threshold PMI</td>
<td>66</td>
</tr>
<tr>
<td>Interference</td>
<td>POS unigrams</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>POS bigrams</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>POS trigrams</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>Character unigrams</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>Character bigrams</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>Character trigrams</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Contextual function words</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Positional token frequency</td>
<td>97</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>Function words</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>Pronouns</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>Punctuation (1)</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>Punctuation (2)</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>Punctuation (3)</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>Ratio of passive forms to all verbs</td>
<td>65</td>
</tr>
</tbody>
</table>

Table 5.1.: Classification results

As a sanity check, we also report the accuracy of the content-dependent classifiers. As mentioned above, these are expected to produce highly-accurate classifiers, but teach us very little
about the features of translationese. As is evident from Table 5.2 this is indeed the case.

<table>
<thead>
<tr>
<th>Category</th>
<th>Feature</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sanity</td>
<td>Token unigrams</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Token bigrams</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 5.2.: Classification results, “sanity check” classifiers

For the sake of completeness, we note that it is possible to achieve very high classification accuracy even with a much narrower feature space. Some of the more complex feature sets have hundreds, or even thousands of features. In such cases, most features contribute very little to the task. To emphasize this, we take only the top 300 most frequent features. For example, rather than use all possible POS trigrams for classification, we only use the 300 most frequent sequences as features. Table 5.3 lists the classification results in this case. Evidently, the results are almost as high as when using all features.

<table>
<thead>
<tr>
<th>Category</th>
<th>Feature</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>POS bigrams</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>POS trigrams</td>
<td>96</td>
</tr>
<tr>
<td>Interference</td>
<td>Character bigrams</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>Character trigrams</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>Positional token frequency</td>
<td>93</td>
</tr>
</tbody>
</table>

Table 5.3.: Classification results, top-300 features only

Our main objective, however, is not to produce the best-performing classifiers. Rather, it is to understand what the classifiers can reveal about the nature of the differences between O and T. The following section thus analyses the results.
6. Analysis

6.1. Simplification

Laviosa [1998, 2002] studied the simplification hypothesis extensively. Some features pertaining to simplification are also mentioned by Baker (1993). The four main features and partial findings pertain to mean sentence length, type-token ratio, lexical density and overrepresentation of highly frequent items. Lexical density fails altogether to predict the ontology of a text, being nearly on chance level (53% accuracy). Interestingly, while mean sentence length is much above chance level (65%), the results are contrary to common assumptions in Translation Studies. According to the simplification hypothesis, T sentences are simpler (i.e., shorter), but as Figure 6.1 shows, the contrary is the case: only three translations (from Swedish, Finnish and Dutch) have a lower mean sentence length than original English, and on average O sentences are 2.5 tokens shorter. Whereas this result may pertain only to certain language pairs or certain genres, this alleged “translation universal” is definitely not universal.

![Mean sentence length](image)

Figure 6.1.: Mean sentence length according to ‘language’

The first two TTR measures perform relatively well (72% accuracy), and the indirect measures
of lexical variety (mean word length and syllable ratio) are above chance level (66% and 61% accuracy, respectively). Following Holmes (1992) we experiment with a more sophisticated measures of lexical variety. The best performing one is the one that takes into account hapax legomena, words that occur only once in a text. This variant of TTR (3) yields 76% accuracy. One important trait of hapax legomena is that as opposed to type-token ratio they are not so dependent on corpus size (Baayen, 2001).

Another interesting classifier with relatively good results, in fact, the best performing of all simplification features (77% accuracy), is mean word rank. This feature is closely related to the feature studied by Laviosa (1998) \( n \) top words) with two differences: (1) our list of frequent items is much larger, and (2) we generate the frequency list not from the corpora under study but rather from an external much larger reference corpus. In contrast, the design that follows Laviosa (1998) more strictly \( N \) most frequent words) has a lower predictive power (64%).

### 6.2. Explicitation

The three classifiers we design to check this hypothesis (explicit naming, single naming and mean multiple naming) do not exceed 58% classification accuracy. On the other hand, following Blum-Kulka (1986) and Koppel and Ordan (2011), we build a classifier that uses 40 cohesive markers and achieve 81% accuracy in telling O from T; such cohesive markers are far more frequent in T than in O. For example, moreover, thus and besides are used 17.5, 4, and 3.8 times more frequently (respectively) in T than in O.

### 6.3. Normalization

None of these features perform very well. Repetitions and contractions are rare in EUROPARL and in this sense the corpus is may not be suited for studying these phenomena. The repetition-based classifier yields 55% accuracy and the contraction-based classifier performs at chance level (50%).

One of the classifiers that checks PMI, designed to pick on highly associated words and therefore attesting to many fixed expressions, performs considerably better, namely 66% accuracy. This measure counts the number of associated bigrams whose PMI is above 0. As Figure 6.2 shows, English has far more highly associated bigrams than translations. If we take the word form stand, for example, then at the top of the list we normally get highly associated words, some of which are fixed expressions, such as stand idly, stand firm, stand trial, etc. There
are considerably more highly associated pairs like these in O; conversely, this also means that there are more poorly associated pairs in T, such as the bigram *stand unamended*. This finding contradicts the case studies elaborated on in Toury (1980); Kenny (2001). It should be noted, however, that they discuss cases operating under particular scenarios, whereas we check this phenomenon more globally, completely unbiased towards any scenario whatsoever. The finding is robust but it is oblivious to the particulars of subtle cases.

![Highly associated bigrams](chart.png)

Figure 6.2.: Number of bigrams whose PMI is above threshold according to ‘language’

### 6.4. Interference

The interference-based classifiers are the best performing ones. All eight classifiers perform above 85%, ranging between 85%-100%. In this sense we can say that interference is the most robust phenomenon typifying translations. However, we note that some of the features are somewhat coarse and reflect some corpus-dependent characteristics. For example, in the character n-grams we notice that some of the top features in O include consonant sequences that are ‘illegal’ in English and obviously stem from foreign names, such as the following letter bigrams: *Haarder* and *Maat* or *Gazpron*. To offset this problem we use only the top 300 features in several of the classifiers, with a minor effect on the results.

The n-gram findings are consistent with Popescu (2011) in that we also find they catch on both affixes and function words: for example, typical trigrams in O are *-ion* and *all* whereas typical to T are *-ble* and *the*. As opposed to Popescu (2011) we reduced the feature space without the need to look at the original texts; Popescu (2011) looked for sequences of n-grams
in the target language that also appear in the source texts, thereby eliminating mostly proper nouns. However, this method can be applied only to language pairs that use similar alphabet and orthography conventions. Using only the 300 most frequent features results in a drop in accuracy of up to 4%.

Part-of-speech trigrams is an extremely cheap and efficient classifier. The feature space is not too big, and the results are robust. A good discriminatory feature typifying T is, for example, the part-of-speech trigram of modal + verb base form + verb past particle, as in the highly frequent phrases in the corpus must be taken, should be given and can be used; as can be seen in Figure 6.3 it typifies more prominently translations from phylogenetically distant languages, such as Finnish, but original English is down the list, regardless of T’s source language.

![POS trigram MD+VB+VNP](image)

**Figure 6.3.:** The average number of the POS trigram modal + verb base form + particle in O and ten Ts

Moving now to positional token frequency, we report on three variations of this classifier with different degrees of accuracy (reported in brackets): taking into account all the tokens that appear in these positions (97%), using only the 300 most frequent tokens (93%) and finally only the 50 most frequent tokens (82%). The last is the most abstract, picking almost exclusively on function words. The second most prominent feature typifying O is sentences opening with the word ‘But’. In fact, there are 2.25 more cases of such sentences in O. In English there is a long prescriptive tradition forbidding writers to open a sentence with ‘But’, and although this ‘decree’ is questioned and even mocked at (Garner 2003), the question whether it is considered a good style is a common question posted on Internet forums dealing with English language use. Translators have been known to be conservative in their lexical choices (Kenny 2001), and
the underuse of ‘But’-opening sentences is yet another evidence for this tendency. As opposed to other features in positional token frequency, this is not a case of interference but rather a tendency to (over-)abide to norms of translation, i.e., standardization (Toury 1995).

6.5. Miscellaneous

In this category we include several classifiers whose features do not fall under a clear-cut theoretical category discussed by translation theorists. The function words classifier replicates Koppel and Ordan (2011) and despite the good performance (96% accuracy) it is not very meaningful theoretically. One of its subsets, a list of 25 pronouns, reveals an interesting phenomenon: subject pronouns, like I, he and she are prominent indicators of O, whereas virtually all reflexive pronouns (such as itself, himself, yourself) typify T. The first phenomenon is probably due to the fact that pronouns are much more frequent in T (about 1.25 more frequent) and a fine-tuned analysis of the distribution of pronouns in each sub-corpus normalized by the number of pronouns is beyond the scope of this study; the high representation of reflexive pronouns is probably due to interference from the source languages. The accuracy of classifying by pronouns alone is 77%.

The accuracy of a classifier based on the ratio of passive verbs is much above chance level, yet not a very good predictor by itself (65%). T has about 1.15 times more passive verbs, and it is highly dependent on the source language from which T stems: original English is down the list, right after the Romance languages and Greek, and from the top down: Danish, Swedish, Finnish, Dutch and German.

We experiment with three different classifiers based on punctuation marks as a feature set. The mark ‘.’ (actually indicating sentence length) is a strong feature of O and the mark ‘,’ is a strong marker of T. In fact, using only these two features we achieve 79% accuracy. Parentheses are very typical to T, indicating explicitation. A typical example is the following: The Vlaams Blok (‘Flemish Block’) opposes the patentability of computer-implemented inventions... Last, we find that exclamation marks are on average much more common in original English (1.25 times more frequent). Translations from three source languages, however, have more exclamation marks than original English: German, Italian and French. Translations from German use many more exclamation marks, 2.76 (!!!) times more than original English.
7. Conclusion

Machines can easily identify translated texts. Identification has been successfully performed for very different data sets and genres, including parliamentary proceedings, literature, news and magazine writing, and it works well across many source and target languages (with the exception of literary Polish, see Rybicki (2012)). But text classification is a double-edged sword. Consider how easily the classifier teases apart O from T based on letter bigrams: 98% accuracy, with a slight drop to 95% when only the top 300 most frequent letter bigrams are used. It is considerably better than the performance achieved by professional humans (Tirkkonen-Condit 2002; Baroni and Bernardini 2006). We then find that the letter sequence $di$ is among the best discriminating features between O and T, as it is about 16% more frequent in T than in O; but it does not teach us much about T. Furthermore, text classification is highly dependent on the genres and domains, and cross-corpus classification (‘scalability’) is notoriously hard (Argamon 2011).

We addressed the first problem by designing linguistically informed features. For example, enhancing letter n-grams to trigrams already revealed some insights about morphological traits of T. The second problem calls for future research. Recall that we were unable to replicate the results reported by Olohan (2003), simply because contractions are a rarity in EUROPARL and therefore ‘normalizing’ them is even a rarer event. That translationese is dependent on genre is suggested and studied in various works (Steiner 1998; Reiss 1989; Teich 2003).

This point is much related to one of our main conclusions: the universal claims for translation should be reconsidered. Not only are they dependent on genre and register, they also vary greatly across different pairs of languages. The best performing features in our study are those that attest to the ‘fingerprints’ of the source on the target, what has been called “source language shining through” (Teich 2003). This is not to say that there are no features which operate “irrespective of source language” (like cohesive markers in EUROPARL), but the best evidence for translationese, the one that has the best predictive power, is related to interference, and interference by its nature is a pair-specific phenomenon. Note that mean sentence length, which we included in ‘simplification’, has been purported to be a trait of translationese regardless of
source language, but turned out to be very much dependent on the source language, and in particular, contrary to previous assumptions, sentence length turned out to be shorter in O. This can indeed be shown in a well-balanced comparable corpus, ideally from as many source languages as possible and, when possible, typologically distant ones.

Another caveat is related to comparable corpora in general. [Olohan and Baker (2000)] report that there are less omissions of optional reporting that in T, as in I know (that) he’d never get here in time. This is, according to the authors, a case of explicitation, i.e., replacing a zero-connective with a that-connective to avoid ambiguity. [Pym (2008)] raises the following question: how do we know that this finding is not due to interference? What if the T component of this corpus consists of source languages in which the that-connective is obligatory and therefore it is just “shining through” to the target text? We cast the same doubt on some of our findings. The under-representation of sentences opening with But in T are probably due to normalization, but without reference to the source texts we will never be sure. With this kind of corpus — a comparable corpus — we can settle the ontological question (T is different from O across many dimensions suggested by translation scholars), but we are left with an epistemological unease: given our tools and methodology we do not know for sure what part of the findings is a mere result of source influence on the target text (interference), and what part is inherent to the work of translators (simplification, normalization, and explicitation). We leave this question for future studies.
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A. Lists of words

A.1. Cohesive markers

We use the following list of words as cohesive markers: as for, as to, because, besides, but, consequently, despite, even if, even though, except, further, furthermore, hence, however, in addition, in conclusion, in other words, in spite, instead, is to say, maybe, moreover, nevertheless, on account of, on the contrary, on the other hand, otherwise, referring to, since, so, the former, the latter, therefore, this implies, though, thus, with reference to, with regard to, yet, concerning.

A.2. Contracted forms

We use the following list of contracted forms and their expansions: i’m: i am, it’s: it is, it has, there’s: there is, there has, he’s: he is, he has, she’s: she is, she has, what’s: what is, what has, let’s: let us, who’s: who is, who has, where’s: where is, where has, how’s: how is, how has, here’s: here is, i’ll: i will, you’ll: you will, she’ll: she will, he’ll: he will, we’ll: we will, they’ll: they will, i’d: i would, i had, you’d: you would, you had, she’d: she would, she had, he’d: he would, he had, we’d: we would, we had, they’d: they would, they had, i’ve: i have, you’ve: you have, we’ve: we have, they’ve: they have, who’ve: who have, would’ve: would have, should’ve: should have, must’ve: must have, you’re: you are, they’re: they are, we’re: we are, who’re: who are, couldn’t: could not, can’t: cannot, wouldn’t: would not, don’t: do not, doesn’t: does not, didn’t: did not.

A.3. Function words

We use the following list of function words: a, about, above, according, accordingly, actual, actually, after, afterward, afterwards, again, against, ago, ah, ain’t, all, almost, along, already, also, although, always, am, among, an, and, another, any, anybody, anyone, anything, anywhere, are, aren’t, around, art, as, aside, at, away, ay, back, be, bear, because, been, before, being, below, beneath, beside, besides, better, between, beyond, bid, billion, billionth, both, bring,
A.4. Pronouns

We use the following list of pronouns: he, her, hers, herself, him, himself, i, it, itself, me, mine, myself, one, oneself, ours, ourselves, she, theirs, them, themselves, they, us, we, you, yourself.
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Yosi Wolanski

Introduction

Researchers in the field of translation theory indicate that translated texts differ from their source texts in various ways, which are not always present in non-translated original texts. This phenomenon is known as "Translationese" (Translationese).

Translationese was first introduced by the researcher, who coined the term in her study of translated texts. The term is used to indicate that translated texts have unique features that are not present in non-translated original texts. These features are influenced by various factors, such as the target language and cultural context.

Translationese is characterized by the presence of specific linguistic features, such as simplification, abbreviation, and the use of technical terms. These features are used to convey the meaning of the source text in a way that is appropriate for the target audience.

In order to study Translationese, researchers have developed various methods, such as statistical analysis and machine learning. These methods allow researchers to identify the specific features of translated texts and to analyze their distribution and frequency.

The study of Translationese is important for understanding the nature of translated texts and for improving the quality of translation. It also has practical applications, such as improving the accuracy of machine translation systems.
explicitation (explicitation) 

interference (interference)

Aspects of interference and harmonization in translation. We found that certain aspects of the source text can be translated directly into the target text without loss of meaning, while other aspects require more complex translation processes. Our analysis shows that the ability to predict these aspects varies greatly across different translation tasks.

The aspects of interference and harmonization can be divided into two main categories: those inherent to the languages being translated and those due to cultural or contextual differences. The former can be predicted with a high degree of accuracy, while the latter are more difficult to predict.

The results of our study indicate that the ability to predict interference and harmonization is related to the linguistic distance between the source and target languages. In general, the closer the languages, the easier it is to predict the interference and harmonization aspects.

This study highlights the importance of considering the specific characteristics of the source and target languages in translation processes. Understanding these characteristics can help translators make more informed decisions and improve the quality of their work.

In conclusion, the results of our study suggest that the ability to predict interference and harmonization is an important factor in the success of translation projects. Further research is needed to explore the potential applications of this knowledge in practical translation settings.
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