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Abstract. An essential prerequisite for modular grammar design is a clear, mathematically well-founded definition for the semantics of grammar formalisms, facilitating reasoning about grammars and their computational properties. This paper shows that existing definitions for the semantics of unification grammars, both operational and denotational, are not compositional with respect to a simple and natural grammar combination operator. Adapting results from the semantics of logic programming languages, we suggest a denotational semantics that we show to be both compositional and fully-abstract. This semantics induces an equivalence relation by which two grammars are equivalent if and only if they can be interchanged in any context. This provides a clear, mathematically sound way for defining grammar modularity.
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1. Introduction

In a recent paper, Wintner (2002) proposed a new definition for the semantics of context-free grammars, indicating that the traditional definitions are not compositional with respect to a simple grammar-combination operator. This short note extends the results of Wintner (2002) from the simpler case of context-free grammars to unification formalisms and provides a mathematically clean semantics for unification grammars which supports a limited notion of modularity. Adapting results from the semantics of logic programming languages, we suggest a denotational semantics that is both compositional and fully-abstract. This semantics induces an equivalence relation by which two grammars are equivalent if and only if they can be interchanged in any context. This provides a clear, mathematically sound way for defining grammar modularity.

The only major improvement of this work over Wintner (2002) is the extension of the domain of the discussion from context-free grammars to the more complex and linguistically motivated unification grammars. The line of reasoning, and in particular the mathematical proofs, remain mostly unchanged. We simply list the necessary changes here. For the motivation, the methodology and a discussion of related work, refer to Wintner (2002).

2. Basic definitions

Viewing grammars as formal entities that share many features with computer programs, it is natural to consider the notion of semantics of unification-based formalisms. Analogously to logic programming languages, the denotation of unification based grammars can be defined using various techniques. We review in this section the operational definition of Shieber et al. (1995) and the denotational definition of, e.g., Pereira and Shieber (1984) or Carpenter (1992), pp. 204-206. Recalling similar results from Wintner (2002), we find that these definitions are equivalent and that none of them supports compositionality.

2.1. Unification grammars

We assume familiarity with theories of feature structure based unification grammars, as formulated by, e.g., Carpenter (1992) or Shieber (1992). Grammars are defined over typed feature structures (TFSs) which can be viewed as generalizations of first-order terms (Carpenter, 1991). TFSs are partially ordered by subsumption, with ⊥ the least (or most general) TFS. A multi-rooted structure (MRS, see Sikkel (1997) or Wintner and Francez (1999)) is a sequence of TFSs, with possible reentrancies among different elements in the sequence. Meta-variables A, B range over TFSs and σ, ρ over MRSs. MRSs are partially ordered by subsumption, denoted ‘⊂’, with a least upper bound operation of unification, denoted ‘∪’, and a greatest lowest bound denoted ‘∩’. We assume the existence of a fixed, finite set WORDS of words. A lexicon associates with every word a set of TFSs, its category. Meta-variable a ranges over WORDS and w over strings of words (elements of WORDS'). Grammars are defined over a signature of types and features, assumed to be fixed below.

DEFINITION 1 (Grammars). A rule is an MRS of length greater than or equal to 1 with a designated (first) element, the head of the rule. The rest of the elements form the rule’s body (which may be empty, in which case the rule is depicted as a TFS). A lexicon is a total function from WORDS to finite, possibly empty sets of TFSs. A grammar G = (ℛ, ℒ, A0) is a finite set of rules ℛ, a lexicon ℒ and a start symbol A0 that is a TFS.
Figure 1 depicts an example grammar,\(^1\) suppressing the type hierarchy on which it is based.\(^2\)

\[ A^s = (\text{cat} : s) \]

\[ R = \{ (\text{cat} : s) \rightarrow (\text{cat} : n) \ (\text{cat} : vp) \} \]

\[ \mathcal{L}(\text{John}) = \mathcal{L}(\text{Mary}) = \{(\text{cat} : n)\} \]

\[ \mathcal{L}(\text{sleeps}) = \mathcal{L}(\text{sleep}) = \mathcal{L}(\text{loves}) = \{(\text{cat} : v)\} \]

Figure 1. An example grammar, \(G\)

The definition of unification is lifted to MRSs; let \(\sigma, \rho\) be two MRSs of the same length; the unification of \(\sigma\) and \(\rho\), denoted \(\sigma \cup \rho\), is the most general MRS that is subsumed by both \(\sigma\) and \(\rho\), if such an MRS exists. Otherwise, the unification fails.

**DEFINITION 2 (Reduction).** An MRS \(\sigma\) reduces to a TFS \(A\) with respect to a grammar \(G\) (denoted \(\langle A_1, \ldots, A_k \rangle \Rightarrow_G A\)) iff there exists a rule \(\rho \in R\) such that \(\sigma' \cup \rho = \tau\), where \(\sigma'\) is obtained by concatenating \(\perp\) with \(\sigma\), and \(A\) is the first element of \(\tau\). When \(G\) is understood from the context it is omitted.

Reduction is an essential notion; it can be viewed as the bottom-up counterpart of derivation. When an MRS \(\sigma\) is taken as representing a (sentential) form, it can reduce to a TFS if there is a grammar rule \(\rho\) that licenses the reduction. When the body of \(\rho\) is unified with \(\sigma\), the (possibly affected) head of \(\rho\), \(B\), is the reduced TFS.

For two functions \(f, g\) over the same (set) domain, \(f + g\) is defined as \(\lambda I. f(I) \cup g(I)\). Let \(\mathcal{N}_0\) denote the set \(\{0, 1, 2, 3, \ldots\}\). Let \(\text{ITEMS}\) be the set \(\{[w, i, A, j] \mid w \in \text{WORDS}, A \text{ is a TFS and } i, j \in \mathcal{N}_0\}\). Let \(\mathcal{I} = 2^{\text{ITEMS}}\). Meta-variables \(x, y\) range over items and \(\mathcal{I}\) over sets of items. When \(\mathcal{I}\) is ordered by set inclusion it forms a complete lattice with set union as a least upper bound (lub) operation. A function \(T : \mathcal{I} \rightarrow \mathcal{I}\) is monotone if whenever \(I_1 \subseteq I_2\), also \(T(I_1) \subseteq T(I_2)\). It is continuous if for every chain \(I_1 \subseteq I_2 \subseteq \cdots\), \(T(\bigcup_{j<\omega} I_j) = \bigcup_{j<\omega} T(I_j)\). If a function \(T\) is monotone it has a least fixpoint (Tarski-Knaster theorem); if \(T\) is also continuous, the fixpoint can be obtained by iterative application of \(T\) to

\(^1\) Grammars are displayed using a simple description language, where \(\lor\) denotes feature values and \(\land\) denotes conjunction.

\(^2\) Assume that in all the example grammars, the types \(s\), \(n\), \(v\) and \(vp\) are maximal and pairwise inconsistent.
the empty set (Kleene theorem): \( \text{fp}(T) = T \uparrow \omega \), where \( T \uparrow 0 = \emptyset \) and 
\( T \uparrow n = T(T \uparrow (n-1)) \) when \( n \) is a successor ordinal and \( \bigcup_{k<n}(T \uparrow n) \)
when \( n \) is a limit ordinal.

2.2. Compositionality

Gaifman and Shapiro (1989) define compositional semantics as follows: let \( \mathcal{P} \) be a class of programs (or program parts); let \( \text{Ob} \) be a function associating a set of objects, the observables, with a program \( P \in \mathcal{P} \).
Let \( \text{Com} \) be a class of composition functions over \( \mathcal{P} \) such that for every \( n \)-ary function \( f \in \text{Com} \) and every set of \( n \) programs \( P_1, \ldots, P_n \in \mathcal{P} \), \( f(P_1, \ldots, P_n) \in \mathcal{P} \). A compositionality equivalence (with respect to \( \text{Ob}, \text{Com} \)) is an equivalence relation \( \equiv \) that preserves observables (i.e., whenever \( P \equiv Q \), \( \text{Ob}(P) = \text{Ob}(Q) \)), and for every \( f \in \text{Com} \), if for all \( 1 \leq i \leq n \), \( P_i \equiv Q_i \) then \( f(P_1, \ldots, P_n) \equiv f(Q_1, \ldots, Q_n) \). A semantic equivalence relation \( \equiv \) is fully-abstract if \( P \equiv Q \) iff for all \( R \), \( \text{Ob}(P \cup R) = \text{Ob}(Q \cup R) \).

Given a program \( P \), let \([P]\) be the denotation of \( P \). Let \( \cup \) be a composition operator on programs, and \( \bullet \) be a composition operator on denotations. A semantics is commutative if \( \cup \) and \( \bullet \) commute, that is, if \([P \cup Q] = [P] \bullet [Q]\). If a semantics is commutative with respect to some operator then it is compositional (with respect to a singleton set containing the same operator).

2.3. Operational Semantics

We follow the insight and notation of Shieber et al. (1995) and list a deductive system for parsing unification grammars:

DEFINITION 3 (Deductive parsing). The deductive parsing system associated with a grammar \( G = \langle \mathcal{R}, \mathcal{L}, A' \rangle \) is defined over items and is characterized by:

Axioms:

\[
\begin{align*}
[\epsilon, i, A, i] & \quad \text{if } A \text{ is an } \epsilon\text{-rule in } \mathcal{R} \\
[a, i, A, i + 1] & \quad \text{if } A \in \mathcal{L}(a)
\end{align*}
\]

Goals:

\([w, 0, A', [w]]\)

Inference rules:

\[
\begin{align*}
[w_1, i_1, A_1, j_1], \ldots, [w_k, i_k, A_k, j_k] & \quad \text{if } j_l = i_{l+1} \text{ for } 1 \leq l < k; \\
& i = i_1, j = j_k \text{ and } (A_1, \ldots, A_k) \Rightarrow_G A
\end{align*}
\]
Notice that the domain of items is infinite, and in particular that the number of axioms is infinite. When an item \([w, i, A, j]\) can be deduced, applying \(k\) times the inference rules associated with a grammar \(G\), we write \(\vdash_G^k [w, i, A, j]\). When \(k\) is irrelevant it is omitted.

**DEFINITION 4** (Operational semantics). The *operational denotation* of a grammar \(G\) is \(\llbracket G \rrbracket_{\text{op}} = \{ x \mid \vdash_G x \}\). Consequently, \(G_1 \equiv_{\text{op}} G_2\) iff \(\llbracket G_1 \rrbracket_{\text{op}} = \llbracket G_2 \rrbracket_{\text{op}}\).

We use the operational semantics to define the *language* generated by a grammar \(G\). The language of a grammar \(G\) is \(L(G) = \{ [w, A] \mid [w, 0, A, [w]] \in \llbracket G \rrbracket_{\text{op}} \}\). Notice that a language is not merely a set of strings; rather, each string is associated with a TFS through the deduction procedure. Note also that the start symbol \(A^0\) does not play a role in this definition; this is equivalent to assuming that the start symbol is always the most general TFS, \(\bot\).

The most natural observable for a grammar would be its language, either as a set of strings or augmented by TFSs. Thus we take \(\text{Ob}(G)\) to be \(L(G)\) and by definition, the operational semantics \(\llbracket \cdot \rrbracket_{\text{op}}\) preserves observables.

### 2.4. Denotational semantics

As an alternative to the operational semantics discussed above, we consider in this section a denotational semantics through a fixpoint of a transformational operator associated with grammars. This is essentially similar to the definition of Pereira and Shieber (1984) and Carpenter (1992), pp. 204-206. We then show that the algebraic semantics is equivalent to the operational one.

Associate with a grammar \(G\) an operator \(T_G\) that, analogously to the immediate consequence operator of logic programming, can be thought of as a "parsing step" operator in the context of grammatical formalisms. For the following discussion fix a particular grammar \(G = (\mathcal{R}, \mathcal{L}, A^0)\).

**DEFINITION 5.** Let \(T_G : \mathcal{I} \rightarrow \mathcal{I}\) be a transformation on sets of items, where for every \(I \subseteq \text{Items}\), \([w, i, A, j] \in T_G(I)\) iff either

- there exist \(y_1, \ldots, y_k \in I\) such that \(y_l = [w_l, i_l, A_l, j_l]\) for \(1 \leq l \leq k\) and \(i_l+1 = j_l\) for \(1 \leq l < k\) and \(i_1 = i\) and \(j_k = j\) and \([A_1, \ldots, A_k] \Rightarrow A\) and \(w = w_1 \cdots w_k\); or
- \(i = j\) and \(A\) is an \(\epsilon\)-rule in \(G\) and \(w = \epsilon\); or
- \(i + 1 = j\) and \(|w| = 1\) and \(A \in \mathcal{L}(w)\).
Since for every grammar $G$, $T_G$ is monotone and continuous, the least fixpoint of $T_G$ always exists and $\text{lfp}(T_G) = T_G \uparrow \omega$. Following the paradigm of logic programming languages, define a fixpoint semantics for unification grammars by taking the least fixpoint of the parsing step operator as the denotation of a grammar.

**DEFINITION 6 (Fixpoint semantics).** The fixpoint denotation of a grammar $G$ is $\llbracket G \rrbracket_{fp} = \text{lfp}(T_G)$. Consequently, $G_1 \equiv_{fp} G_2$ if $\text{lfp}(T_{G_1}) = \text{lfp}(T_{G_2})$.

The denotational definition is equivalent to the operational one:

**THEOREM 1.** For $x \in \text{ITEMS}$, $x \in \text{lfp}(T_G)$ iff $\triangleright_G x$.

*Proof.* See Wintner (2002), Theorem 2.

### 2.5. Grammar union

While the operational and the denotational semantics defined above are standard for complete grammars, they are too coarse to serve as a model when the composition of grammars is concerned. When the denotation of a grammar is taken to be $\llbracket G \rrbracket_{op}$, important characteristics of the internal structure of the grammar are lost. To demonstrate the problem, we introduce a natural composition operator on unification grammars, namely union of the sets of rules (and the lexicons) in the composed grammars.

**DEFINITION 7 (Grammar union).** If $G_1 = \langle R_1, L_1, A_1^s \rangle$ and $G_2 = \langle R_2, L_2, A_2^s \rangle$ are two grammars over the same signature, then the union of the two grammars, denoted $G_1 \cup G_2$, is a new grammar $G = \langle R, L, A^s \rangle$ such that $R = R_1 \cup R_2$, $L = L_1 + L_2$ and $A^s = A_1^s \cap A_2^s$.

Figure 2 exemplifies the union operation on grammars. Observe that $G_1 \cup G_2 = G_2 \cup G_1$.

**PROPOSITION 2.** The equivalence relation $\equiv_{op}$ is not compositional with respect to $\text{Ob}, \{ \cup \}$.

*Proof.* See Wintner (2002), Theorem 3.

The implication of the above proposition is that while grammar union might be a natural, well defined syntactic operation on grammars, the standard semantics of grammars is too coarse to support it. Intuitively, this is because when a grammar $G_1$ includes a particular rule $\rho$ that is inapplicable for reduction, this rule contributes nothing
$G_1: \quad A^s = \{\text{cat : s}\}$
\[
\begin{align*}
\text{(cat : s)} & \rightarrow (\text{cat : n}) \quad (\text{cat : vp}) \\
L(\text{John}) & = \{(\text{cat : n})\}
\end{align*}
\]

$G_2: \quad A^s = (\perp)$
\[
\begin{align*}
\text{(cat : vp)} & \rightarrow (\text{cat : v}) \\
\text{(cat : vp)} & \rightarrow (\text{cat : v}) \quad (\text{cat : n}) \\
L(\text{sleeps}) & = L(\text{loves}) = \{(\text{cat : v})\}
\end{align*}
\]

$G_1 \cup G_2: \quad A^s = \{\text{cat : s}\}$
\[
\begin{align*}
\text{(cat : s)} & \rightarrow (\text{cat : n}) \quad (\text{cat : vp}) \\
\text{(cat : vp)} & \rightarrow (\text{cat : v}) \\
\text{(cat : vp)} & \rightarrow (\text{cat : v}) \quad (\text{cat : n}) \\
L(\text{John}) & = \{(\text{cat : n})\} \\
L(\text{sleeps}) & = L(\text{loves}) = \{(\text{cat : v})\}
\end{align*}
\]

Figure 2. Grammar union

to the denotation of the grammar. But when $G_1$ is combined with some other grammar, $G_2$, $\rho$ might be used for reduction in $G_1 \cup G_2$, where it can interact with the rules of $G_2$. The question to ask is, then, in what sense is a grammar a union of its rules? We suggest an alternative semantics for unification grammars that naturally supports compositionality.

3. A compositional, fully-abstract semantics

Associate the following operator with a unification grammar $G$:

DEFINITION 8. Let $R_G: I \rightarrow I$ be a transformation on sets of items, where for every $I \subseteq \text{ITEMS}$, $[w, i, A, j] \in R_G(I)$ iff there exist $y_1, \ldots, y_k \in I$ such that all the following hold:

\[- y_l = [w_l, i_l, A_l, j_l] \text{ for } 1 \leq l \leq k\]
\[- i_{l+1} = j_l \text{ for } 1 \leq l < k, \ i_1 = i \text{ and } j_k = j\]
\[- \langle A_1, \ldots, A_k \rangle \Rightarrow A\]
\[- w = w_1 \cdots w_k.\]

The functional denotation of a grammar $G$ is $\llbracket G \rrbracket^G = (R_G + \text{Id})^\omega = \sum_{n=0}^{\infty} (R_G + \text{Id})^n$. Notice that $R_G^\omega$ is not $R_G \uparrow \omega$: the former is a function from sets of items to set of items; the latter is a set of items.
Observe that $R_G$ is defined similarly to $T_G$ (definition 5), ignoring the items added (by $T_G$) due to $\varepsilon$-rules and lexical items. If we define the set of items $\text{Init}_G$ to be those items that are added by $T_G$ independently of the argument it operates on, then for every grammar $G$ and every set of items $I$, $T_G(I) = R_G(I) \cup \text{Init}_G$. Relating the functional semantics to the fixpoint one, we follow Lassez and Maher (1984) in proving that the fixpoint of the grammar transformation operator can be computed by applying the functional semantics to the set $\text{Init}_G$.

**DEFINITION 9.** For every grammar $G = \langle \mathcal{R}, \mathcal{L}, A^0 \rangle$, let

$\text{Init}_G = \{ [\epsilon, i, A, i] \mid A \text{ is an } \varepsilon \text{-rule in } G \} \cup \{ [a, i, A, i + 1] \mid A \in \mathcal{L}(a) \}$.

**THEOREM 3.** For every grammar $G$, $(R_G + I)^I(\text{Init}_G) = \text{lfp}(T_G)$.


The choice of $\llbracket [\cdot] \rrbracket_f$ as the semantics calls for a different notion of observables:

**DEFINITION 10 (Observables).** The **observables** of a grammar $G = \langle \mathcal{R}, \mathcal{L}, A^0 \rangle$ with respect to an input set of items $I$ are $\text{Ob}_I(G) = \{ \langle w, A \rangle \mid [w, 0, A, |w|] \in \llbracket G \rrbracket_{f^n}(I) \}$.

**COROLLARY 4.** The semantics $\llbracket [\cdot] \rrbracket_f$ is $\text{Ob}_I$-preserving: if $G_1 \equiv_f G_2$ then for every $I$, $\text{Ob}_I(G_1) = \text{Ob}_I(G_2)$.

The above definition corresponds to the previous one in a natural way: when the input is taken to be $\text{Init}_G$, the observables of a grammar are its language.

**THEOREM 5.** For every grammar $G$, $L(G) = \text{Ob}_{\text{Init}_G}(G)$.


To show that $\llbracket [\cdot] \rrbracket_f$ is compositional we must define an operator for combining denotations. Define $[G_1]_{f^n} \bullet [G_2]_{f^n}$ to be $( [G_1]_{f^n} + [G_2]_{f^n})^\omega$. Then $\llbracket [\cdot] \rrbracket_{f^n}$ is commutative with respect to $\bullet$ and $\cup$.

**THEOREM 6.** $\llbracket G_1 \cup G_2 \rrbracket_{f^n} = \llbracket G_1 \rrbracket_{f^n} \bullet \llbracket G_2 \rrbracket_{f^n}$.


Since $\llbracket [\cdot] \rrbracket_f$ is commutative, it is also compositional. Finally, this semantics is also fully-abstract:
THEOREM 7. The semantics \( \llbracket \cdot \rrbracket_{f_n} \) is fully-abstract: for every two grammars \( G_1 \) and \( G_2 \), if for every grammar \( G \) and set of items \( I \), \( \text{Ob}_1(G_1 \cup G) = \text{Ob}_1(G_2 \cup G) \), then \( G_1 \equiv_{f_n} G_2 \).

Proof. See Wintner (2002), Theorem 11.

4. Conclusions

This short note presents an alternative definition for the semantics of unification-based linguistic formalisms which is both compositional and fully-abstract (with respect to grammar union, a simple syntactic combination operations on grammars). This is a straight-forward extension of the results reported in Wintner (2002) from context-free grammars to unification formalisms.

The functional semantics \( \llbracket \cdot \rrbracket_{f_n} \) defined here assigns to a grammar a function which reflects the (possibly infinite) successive application of grammar rules, viewing the lexicon as input to the parsing process. We believe that this is a key to modularity in grammar design. A grammar module has to define a set of items that it "exports", and a set of items that can be "imported", in a similar way to the declaration of interfaces in programming languages. We are currently working out the details of such a definition. An immediate application will facilitate the implementation of grammar development systems that support modularity in a clear, mathematically sound way.

The results reported here can be extended in various directions. First, we are only concerned in this work with one composition operator, grammar union. But alternative operators are possible, too. In particular, it would be interesting to define an operator which combines the information encoded in two grammar rules, for example by unifying the rules. Such an operator would facilitate a separate development of grammars along a different axis: one module can define the syntactic component of a grammar while another module would account for the semantics. The composition operator will unify each rule of one module with an associated rule in the other. It remains to be seen whether the grammar semantics we define here is compositional and fully-abstract with respect to such an operator.

A different extension of these results should provide for a distribution of the type hierarchy among several grammar modules. While we assume in this work that all grammars are defined over a given signature, it is more realistic to assume separate, interacting signatures. We hope to be able to explore these directions in the future.
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