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Privacy-Preserving Biometric Identification

....

2

Task: Check if query is similar to an entry in the DB. 
- without revealing the query to the server 
- without revealing the DB to the client

Y1X Y2 Y3 Yn....
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Secure Two-Party Computation
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This Talk: Passive Adversaries

ff(x,y)

x

f(x,y)

y



DNA Searching [Troncoso-PastorizaKC07], ...
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Auctions [NaorPS99], ...

Remote Diagnostics [BrickellPSW07], ...

Biometric Identification [ErkinFGKLT09], ...

Medical Diagnostics [BarniFKLSS09], ...

Example Privacy-Preserving Applications



2015-01-15  |  PETs for Biometric Data Workshop  |  GSHADE  |  Thomas Schneider  |  Slide

Oblivious Transfer (OT)
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OT is fundament of many secure computation protocols.

OT
(x0, x1)

xr

r



• Garbled  
Circuit �C

f(·, ·)

eC
ey

f(x,y) = eC(ex, ey)
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Yao’s Garbled Circuits Protocol [Yao’86]
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• Circuit

z

. . .
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Garbled Table
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. . .
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<<< c1c2

Garbled  
Values

e.g., x < y

private data x = x1, .., xn private data y = y1, .., yn

(ex;?) OT(x; (ex0, ex1))
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OT on keys per Alice’s input bit



a = a1    ⊕    a2
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The GMW Protocol  
[Goldreich/Micali/Wigderson’87]
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Secret share inputs:

Non-Interactive XOR gates: c1 = a1 ⊕ b1 ; c2 = a2 ⊕ b2

Interactive AND gates:

Recombine outputs:

^

�

a b

d

c

AND
c1, b1 c2, b2

d1 d2

Two OTs on bits per AND gate

b = b1    ⊕    b2

d = d1    ⊕    d2
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Overview of this talk: Secure Computation
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Symmetric CryptoPublic Key Crypto One-Time Pad>> >>

Generic Protocols

Boolean Circuit

GMWYao

OT

Part 1: Efficient OT Extensions

Special Purpose Protocols

Part 2: GSHADE
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Part 1: Efficient OT Extensions

9

G. Asharov, Y. Lindell, T. Schneider, M. Zohner: 
More efficient oblivious transfer and extensions for faster secure computation. 
In ACM CCS’13.

http://encrypto.de/code/OTExtension
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OT - Bad News 
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- [ImpagliazzoRudich’89]: there’s no black-box reduction from OT to OWFs 

- Several OT protocols based on public-key cryptography 
 - e.g., [NaorPinkas’01] yields ~1,000 OTs per second        

- Since public-key crypto is expensive, OT was believed to be inefficient
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OT - Good News 
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- [Beaver’95]: OTs can be pre-computed (only OTP in online phase) 

- OT Extensions (similar to hybrid encryption): 
  use symmetric crypto to stretch few “real” OTs into longer/many OTs 
 - [Beaver’96]: OT on long strings from short seeds        
 - [IshaiKilianNissimPetrank’03]: many OTs from few OTs       

[Beaver96]“real” OTs

[IKNP03]

l-bit
k-bit

k OTs

m OTs
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OT Extension of [IKNP’03] (1) 

12

- Alice inputs m pairs of ℓ𝓁-bit pairs (xi,0 , xi,1) 
 
- Bob inputs m-bit string r and obtains xi,ri in i-th OT 
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OT Extension of [IKNP’03] (2) 

13

- Alice and Bob perform k “real” OTs on random seeds with reverse roles 
  (k: security parameter)
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OT Extension of [IKNP’03] (3) 

14

- Bob generates a random m x k bit matrix T and masks his choices r 

- The matrix is masked with the stretched seeds of the “real” OTs

PRG:  pseudo-random generator (instantiated with AES)
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OT Extension of [IKNP’03] (4) 

15

H: correlation robust function (instantiated with hash function)

- Transpose matrices V and T 

- Alice masks her inputs and obliviously sends them to Bob



10 %

42 %

14 %

33 %

1 %

"real" OTs
H (SHA-1)
PRG (AES)
Transpose
Misc (Snd/Rcv/XOR)
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Computation Complexity of OT Extension
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Time distribution for 10 Mio. OTs (in 21s):

Non-crypto part is bottleneck!!!

Per OT: 

# PRG evaluations 

# H evaluations

1 

2

2 

1
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Algorithmic Optimization  
Efficient Bit-Matrix Transposition

17

- Naive matrix transposition performs mk load/process/store operations  

- Eklundh's algorithm reduces number of operations to O(m log2 k) swaps 
- Swap whole registers instead of bits 
- Transposing 10 times faster
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Algorithmic Optimization  
Parallelized OT Extension

18

- OT extension can easily be 
parallelized by splitting the T matrix 
into sub-matrices 

- Since columns are independent, 
OT is highly parallelizable



2ℓ𝓁
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Communication Complexity of OT Extension

19

Per OT: 

Bits sent

Yao: ℓ𝓁 = k = 80 GMW: ℓ𝓁 = 1, k = 80

Alice Bob

Bob

Alice

2k
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Protocol Optimization  
General OT Extension

20

- Instead of generating a random T matrix, we derive it from sj,0 

- Reduces data sent by Bob by factor 2
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Specific OT Functionalities

21

- Secure computation protocols often require a specific OT functionality 
 - Yao with free XORs requires strings x0, x1 to be XOR-correlated        
 - GMW with multiplication triples can use random strings       

Correlated OT Random OT

- Correlated OT: random x0  and x1 = x0 ⊕ x - Random OT: random x0 and x1 

e.g., for Yao e.g., for GMW



- Choose xi,0 as random output of H (modeled as RO here) 

- Compute xi,1 as xi,0 ⊕ xi to obliviously transfer XOR-correlated values 

- Reduces data sent by Alice by factor 2 
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Specific OT Functionalities  
Correlated OT Extension (C-OT)

22



- Choose xi,0 and xi,1 as random outputs of H (modeled as RO here) 

- No data sent by Alice 
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Specific OT Functionalities  
Random OT Extension (R-OT)

23
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Performance Evaluation 
Conclusion

24

- OT is very efficient 

- Communication is the bottleneck for OT (even without using AES-NI)

Performance for 10 Mio. OTs on 80-bit strings
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Part 2: GSHADE

25

J. Bringer, H. Chabanne, M. Favre, A. Patey, T. Schneider, M. Zohner: 
GSHADE: Faster privacy-preserving distance computation and biometric 
identification. 
In ACM IH&MMSEC’14.
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Privacy-Preserving Biometric Identification

....

26

Task: Check if query is similar to an entry in the DB. 
- without revealing the query to the server 
- without revealing the DB to the client

Y1X Y2 Y3 Yn....
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Use-Cases

27

Biometric Access Control / Border Control 

 
  

Anonymous Biometric Credentials 

 
 
 
Secure Biometric Database Intersection



HD(    ,    ) < t2
HD(    ,    ) < t3

HD(    ,    ) < tn
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The SCiFI Algorithm  
[Osadchy/Pinkas/Jarrous/Moskovich S&P’10]

28

HD(    ,    ) < t1

....

?

?

?

?

Compute Hamming distance of ℓ𝓁=900 bit strings and compare with threshold.
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Privacy-Preserving Biometric Identification: 
Classification

29

Technique  
 
            

Public-Key 
Crypto

Boolean / 
Hybrid

OT-based

Hamming (HD) [OPJM10] [HEKM11] 
[SZ13]

[BCP13] SHADE 
GSHADE

Euclidean [EFG+09] [SSW09]  
[HKS+10] 
[BG11] 
[HMEK11] 
[SZ13]

GSHADE

Normalized HD - [BG11] GSHADE

Distance
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SHADE

Secure Hamming Dist. computation from OT [BringerChabannePatey’13] 
Goal: compute HD(X,Y) = Σ(xi⨁yi), i=1..ℓ𝓁

30

OT ti=ri+(xi⨁yi)

ri+yi ; ri+(1-yi) xi

choose ri ∈R Zℓ𝓁+1

for i=1..ℓ𝓁:

T = Σti = R + HD(X,Y)R = Σri

Continue with generic MPC protocol (e.g., Yao or GMW) 
from T - R = HD(X,Y) …
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GSHADE: 
Optimizations and Generalization of SHADE

• For multiple HD computations: HD(X,Y1), HD(X,Y2), …: 
Same number of OTs, but on longer strings 

• Can use correlated OT (C-OT) to improve communication 

• Generalize to larger class of functions f(X,Y) = fX(X) + fY(Y) + Σfi(xi,Y) 
• Hamming Distance: fX=fY=0, fi(xi,Y)=xi⨁yi 

• Squared Euclidean Distance (for faces & fingerprints): 
fX(X)=Σxi2, fY(Y)=Σyi2, fi(xi,Y)=-2xiyi 

• Normalized Hamming Distance (for irises) 
• Squared Mahalanobis Distance 

(for hand shapes, keystrokes, signatures)
31

Application SCiFI Faces [38] IrisCodes [16] FingerCodes [31] Eigenfaces [44]

Distance Computation using GSHADE

Metric Hamming Distance
Normalized

Euclidean Distance
Scalar Product

Hamming Distance + Euclidean Distance
Time in sec. (LAN/WiFi) 0.9 / 1.4 8.8 / 14.3 5.1 / 10.3 1.0 / 2.8
Communication in MB 4.3 51.3 48.9 15.1

Post-Processing using GMW
Method Comparison Comparison Closest Match Closest Match
Time in sec. (LAN/WiFi) 0.09 / 0.27 0.3 / 1.4 1.6 / 4.1 4.0 / 13.1
Communication in MB 1.9 5.1 18.6 68.5

Table 1: Empirical performance of GSHADE for 1-vs-5 000 biometric identification schemes. Details on the
choice of parameters are given in Tab. 2.

cryption, e.g., [13]. In the following, we give a short sum-
mary of each of these techniques.

Oblivious Transfer. A 1-out-of-2 oblivious transfer
(OT) [19,40], denoted by OT`, is a two-party protocol where
one party (the sender) inputs two `-bit strings x

0

, x
1

2
{0, 1}` and the other party (the receiver) inputs a bit b. At
the end of the protocol, the receiver obtains xb but learns
no information about x

1�b whereas the sender learns no in-
formation about b. OT protocols can be built from public
key cryptography, e.g., [36]. For a large number of OTs,
OT extension [30] can be used that extends a few base OTs
to many OTs using only e�cient symmetric cryptographic
primitives. Recent work of [32] further improved the commu-
nication complexity of OT extension and [1] provides even
more e�cient protocols for the correlated OT functionality,
where the sender inputs only a single value � together with
a correlation function f s.t. at the end of the protocol, the
sender obtains x

0

2R {0, 1}` and x
1

= f
�

(x
0

) as output and
the receiver obtains xb.

Yao’s Garbled Circuits Protocol. A garbled circuit
[45] is an encrypted version of the binary circuit representing
the function to be evaluated securely. In Yao’s protocol, one
party (the sender) generates the garbled circuit by building
the binary circuit, choosing a pair of encryption keys for ev-
ery wire of the circuit, and encrypting the output wire keys
using the keys of the input wires. The sender then sends the
garbled circuit and the input keys that correspond to his
inputs to the second party (the receiver). The receiver ob-
tains the keys corresponding to his inputs by engaging in an
oblivious transfer with the sender. Using the obtained input
keys, the receiver can then decrypt the garbled circuit to ob-
tain the result while learning no intermediary information.
See [27] for a more detailed description.

Yao’s protocol relies mostly on symmetric cryptography
and is best suited for functions that can e�ciently be rep-
resented as binary circuits and in environments that have a
high communication latency. However, Yao’s protocol has
a high communication complexity and requires the func-
tion and input sizes to be known in advance to allow pre-
computation. Yao’s garbled circuits protocol has been im-
plemented in the FastGC framework [27].

GMW Protocol. Similar to Yao’s protocol, the GMW
protocol [21] also uses a binary circuit representation of the
function, but performs the secure evaluation on shares rather
than using encrypted gates. The parties first secret-share
their inputs using a XOR secret sharing scheme. To evaluate
an XOR gate, the parties simply XOR the shares of the input
wires. To evaluate an AND gate, the parties perform an

oblivious transfer, where one party pre-computes all possible
outputs of the gate and the other party obliviously obtains
the output that corresponds to its input shares. To obtain
the output of the circuit, the parties exchange the shares of
the output wires.
As shown in [1,12,42], the GMW protocol allows the pre-

computation of all symmetric cryptographic operations be-
fore the function or the inputs to the function are known
and requires less communication per AND gate than Yao’s
garbled circuits protocol. However, the GMW protocol re-
quires a number of communication rounds that is linear in
the depth of the circuit. The GMW protocol has been im-
plemented in [12] and further optimized for the two-party
case in [1, 42].
Homomorphic Encryption. A public-key encryption

is homomorphic if it is possible to compute over encrypted
data without the knowledge of the secret key. Although fully
homomorphic encryption (i.e., a cryptosystem that is homo-
morphic for any operation) has been introduced in 2009 [20],
it is not yet practical. Most implemented proposals there-
fore use additively homomorphic encryption schemes, such
as Paillier [39] or Damg̊ard-Geisler-Krøigaard (DGK) [15].
Homomorphic encryption is more suited for arithmetic

circuits and the ciphertexts can be re-used for several in-
stances of secure computation, which reduces the commu-
nication complexity. However, homomorphic encryption re-
quires computationally expensive public-key operations that
scale very ine�ciently for larger security parameters.

2.2 Distance Metrics
In the following, we summarize some distance metrics that

are used in biometric identification schemes. In §2.3 we will
describe which distance is used by which biometric identi-
fication scheme and in §3 we will show that each of these
distances can be computed e�ciently with our generalized
SHADE protocol.
Hamming Distance (HD). The Hamming distance be-

tween two `-bit vectors X = (x
1

, . . . , x`) and Y = (y
1

, . . . ,

y`) is computed as HD(X,Y ) =
P`

i=1

xi � yi.
Normalized Hamming Distance (NHD). The nor-

malized Hamming distance between a `-bit vector X = (x
1

,
. . . , x`) with `-bit mask M = (m

1

, . . . ,m`) and a vector
Y = (y

1

, . . . , y`) with mask M 0 = (m0
1

, . . . ,m0
`) is computed

as NHD(X,M ;Y,M 0) =
P`

i=1(mim
0
i(xi�yi))P`

i=1(mim
0
i)

.

Scalar Product (SP). The scalar product between two
K-dimensional vectors X = (X

1

, . . . , XK) and Y = (Y
1

, . . . ,

YK) is computed as SP(X,Y ) =
PK

i=1

XiYi.

Squared Euclidean Distance (ED). The squared Eu-
clidean distance between two K-dimensional vectors X =
(X

1

, . . . , XK) and Y = (Y
1

, . . . , YK) is computed as
ED(X,Y ) =

PK
i=1

(Xi�Yi)
2 =

PK
i=1

((Xi)
2�2XiYi+(Yi)

2).
Squared Mahalanobis Distance (MD). The squared

Mahalanobis distance between two K-dimensional vectors
X = (X

1

, . . . , XK) and Y = (Y
1

, . . . , YK) is computed as
MD(X,Y ) = (X � Y )TM(X � Y ), where M is a positive
semi-definite matrix (which might be the inverse of the co-
variant matrix of a sample set). The Mahalanobis distance
can be used for instance for hand shape, keystroke, or sig-
nature recognition [34].

2.3 Privacy-Preserving Biometric Identifica-
tion

Several di↵erent schemes for privacy-preserving biomet-
ric identification using S2PC have been proposed. Most
schemes focused on face [18, 38, 41], fingerprint [3, 5, 28, 43],
or iris [5, 10, 35] recognition which we summarize next. We
provide more details on the underlying algorithms in §4.

Privacy-preserving face recognition. Privacy-preser-
ving face recognition has been realized based on two di↵erent
recognition algorithms: Eigenfaces used in [18,41,42] and the
SCiFI algorithm used in [9, 27,38,42].

In protocols based on the Eigenfaces algorithm [44], the
parties have to perform a projection (matrix-vector or scalar
products), compute the Euclidean distance, and compare
the resulting distance to a threshold. Erkin et al. [18] sug-
gest to employ additively homomorphic encryption for the
whole protocol. Sadeghi et al. [41] showed that a hybrid solu-
tion gives better performances, using additively homomor-
phic encryption for projection and distance computation,
then garbled circuits for comparisons. Schneider et al. [42]
use GMW, which allows to pre-compute all cryptographic
operations and thereby achieves a fast online phase.

The SCiFI algorithm [38] is a face recognition algorithm
that is based on the Hamming distance and was specifically
designed to yield an e�cient privacy-preserving protocol.
Originally, Osadchy et al. [38] used additively homomorphic
encryption and subsequently Huang et al. [27] and Schneider
et al. [42] showed that using Yao’s garbled circuits respec-
tively GMW results in better performances. The SHADE
protocol of Bringer et al. [9] is an even more e�cient con-
struction based on oblivious transfer (cf. §2.4 for details).

Privacy-preserving fingerprint recognition. Secure
fingerprint recognition has been considered using two main
solutions. The FingerCodes technique [31] relies on Eu-
clidean distance and has been proposed in [3,5,28], which use
additively homomorphic encryption for Euclidean distance
and several solutions for comparison/identification opera-
tions. Use of minutiae-based fingerprint recognition [34] has
been envisioned in [5,43], but we do not further discuss it in
this paper as it does not fit our protocol.

Privacy-preserving iris recognition. Iris recognition
using IrisCodes [16] requires secure evaluation of normalized
Hamming distances and has first been considered by Blanton
et al. [5] using homomorphic encryption, then by Luo et al.
[35] and Bringer et al. [10] using Yao’s garbled circuits.

2.4 Secure Hamming Distance Computation
(SHADE)

The SHADE protocol [9] allows e�cient secure Hamming
distance computation using oblivious transfer. In the fol-

lowing we describe the original SHADE protocol and its ex-
tension to the 1-vs-N case.
The SHADE Protocol. The SHADE protocol was first

intended for secure computation of Hamming distances. For
S and C with `-bit inputs Y and X the protocol works as
follows. S and C perform ` OTdlog2(`+1)e where, in the i-
th OT, S chooses a random ri 2R Z`+1

and inputs (ri +
yi, ri + (yi � 1)) and C inputs yi as choice bit and receives
ti = ri + (xi � yi). S then sums up the random masks and
outputs R =

P`
i=1

ri and C sums up the received values

and outputs T =
P`

i=1

ti. Note that we have T � R =P`
i=1

(ri +(xi � yi))�P`
i=1

ri =
P`

i=1

xi � yi = HD(X,Y ).
SHADE for the 1-vs-N Case. SHADE was observed to

be e�ciently extendable to the 1-vs-N case, where S holdsN
`-bit values Y 1, . . . , Y N and C holds a single `-bit value X.
The only additional overhead for the extended protocol is
longer bit strings in the oblivious transfers. More detailed,
in the i-th OT, the parties perform ` OTNdlog2(`+1)e where
S inputs (r1i +x1

i || . . . ||rNi +xN
i , r1i + x̄1

i || . . . ||rNi + x̄N
i ) and C

inputs yi and receives ti = (r1i+(x1

i�yi)|| . . . ||rNi +(xN
i �yi)).

In the final step, the parties can again simply compute and
output R1, . . . , RN and T 1, . . . , TN , where Rb =

P`
i=1

rbi
and T b =

P`
i=1

tbi , for 1  b  N .

3. OUR GENERALIZED SHADE (GSHA-
DE) PROTOCOL

In this section we describe our generalized SHADE pro-
tocol, called GSHADE, which allows to compute di↵erent
distances (§3.1). We describe how to combine GSHADE
with comparison or minimum protocols (§3.2), outline how
to e�ciently extend it to 1-vs-N matching (§3.3) and how
to base it on the more e�cient correlated OT functional-
ity (§3.4). We give applications of GSHADE to biometric
identification with new adaptations for IrisCodes and Eigen-
faces later in §4.
3.1 The GSHADE Protocol
We observe that the original SHADE protocol extends to

the family FGSHADE of functions that can be expressed
as f(X,Y ) = fX(X) + ⌃n

i=1

fi(xi, Y ) + fY (Y ), where X =
(x

1

, . . . , xn) 2 {0, 1}n is the input of C and Y is the input
of S. (The set S to which Y belongs does not impact the
protocol.) In particular, several metrics used for biometric
matching are included in this family of functions:

Hamming Distance X = (x
1

, . . . , x`) and Y = (y
1

, . . . ,
y`) are n = `-bit vectors. We have fX = fY = 0 and
fi(xi, Y ) = xi � yi, for i = 1, . . . , n.

Scalar Product X = (X
1

, . . . , XK) withXi = (xK(i�1)+1

,
. . . , xK(i�1)+`) and Y = (Y

1

, . . . , YK) with Yi =
(yK(i�1)+1

, . . . , yK(i�1)+`) are n = K ⇥ `-bit-integer
vectors. We have fX = fY = 0 and
fK·(i�1)+j(xK(i�1)+j , Y ) = 2j�1 · xK(i�1)+j · Yi, for
i = 1, . . . ,K and j = 1, . . . , `.

Squared Euclidean Distance X = (X
1

, . . . , XK) with
Xi = (xK(i�1)+1

, . . . , xK(i�1)+`) and Y = (Y
1

, . . . , YK)
with Yi = (yK(i�1)+1

, . . . , yK(i�1)+`) are n = K ⇥ `-
bit-integer vectors. We have fX(X) = ⌃K

i=1

(Xi)
2,

fY (Y ) = ⌃K
i=1

(Yi)
2 and fK·(i�1)+j(xK(i�1)+j , Y ) =

�2j · xK(i�1)+j · Yi, for i = 1, . . . ,K and j = 1, . . . , `.
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GSHADE Protocol

32

OT ti=ri+fi(xi,Y)

ri+fi(0,Y); ri+fi(1,Y) xi

choose ri ∈R Zm

for i=1..ℓ𝓁:

T = fX(X) + ΣtiR = - fY(Y) +  Σri

Goal: compute f(X,Y) = fX(X) + fY(Y) + Σfi(xi,Y)

Continue with generic MPC from T - R = f(X,Y) = …
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Performance of GSHADE

33

Algorithm Distance Time in s Communication in MB

SCiFI Hamming 1.0 6.2

Eigenfaces Euclidean 5.0 83.6

FingerCodes Euclidean 6.7 67.5

IrisCodes Normalized 
Hamming 9.1 56.4

Compare biometric sample with DB of 5,000 entries.
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Performance for SCiFI

34
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Performance for Eigenfaces
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Performance for Iriscodes
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Performance for Fingercodes
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Summary

Conclusion 

• OT is very efficient due to OT extensions 

• Applications can be built efficiently directly on OT 

Future Work 

• Further optimize communication of OT / secure computation 

• Other applications based directly on OT / GSHADE for other distances  

• Extend to stronger adversary models

38
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Thanks for your attention.

Contact: http://encrypto.de

Questions?

GSHADE: Faster Privacy-Preserving 
Distance Computation and Biometric 
Identification


