
Demosaicing using Arti�cial Neural NetworksOren Kapaha and Hagit Z. Hel-OrbaDept of Computer Science, Bar-Ilan University, Ramat-Gan 52900, IsraelbDept. of Computer Science, Haifa University, Haifa 31905, IsraelABSTRACTThe problem of color image enhancement and the speci�c case of color demosaicing which involves reconstruction ofcolor images from sampled images, is an under-constrained problem. Using single-channel restoration techniques oneach color-channel separately results in poorly reconstructed images. It has been shown that better results can beobtained by considering the cross-channel correlation. In this paper, a novel approach to demosaicing is presented,using learning schemes based on Arti�cial Neural Networks. Thus the reconstruction parameters are determinedspeci�cally for prede�ned classes of images. This approach improves results for images of the learned class, sincethe variability of inputs is constrained (within the image class) and the parameters are robust due to the learningprocess. Three reconstruction methods are presented in this work. Additionally, a selection method is introduced,which combines several reconstruction methods and applies the best method for each input. The �rst reconstructionmethod presented in this work is the Perceptron method which considers linear restoration models. Reconstructionusing the Perceptron method yields excellent results in low-frequency regions of the image. However, in the high-frequency regions (especially in desaturated color regions) the results of the Perceptron network are not satisfactory.This is shown to be due to the linearity and the uniformity of the Perceptron network. Restoration using theBackpropagation method yields relatively good results in high-frequency regions. However, in the low-frequencyregions the results are not satisfactory since it fails to reconstruct the correct color of the region. The Selectormethod is shown to be useful in combining both of the previous methods in one reconstruction scheme which worksin both cases of low and high frequency regions. The Quadratic Perceptron method is a new development extendingthe Perceptron network in order to overcome the limitations of the latter network and provide a better solution forthe reconstruction in the high-frequency regions.Keywords: Demosaicing, Arti�cial Neural Networks, Image Restoration, Enhancement, Color Images1. INTRODUCTIONImages are typically represented by two dimensional matrices of pixels. In color images, the color of each pixel isusually represented by a triplet (R,G,B) which specify the red, green and blue values. This representation however,is not available directly from the output of many color CCD cameras. Rather, these cameras provide only a singlephoto-sensor response at each pixel. The camera contains several classes of photo-sensors, each class has a distinctspectral response. Usually there are three classes, referred to as red, green and blue, corresponding to the three colorbands of the digital image. There exist several designs of Color Filter Array (CFA) patterns, but the most successful,and thus, the most commonly used is the Bayer CFA.1 Figure 1 provides a schematic illustration of this design.In order to obtain a full color image, the values of the two missing color channels at each point must be recon-structed. This process of reconstruction is known as demosaicing. The most straightforward approach to demosaicingis to apply one of the standard reconstruction methods to each color band separately. The disadvantage of this ap-proach is that the phase di�erence between the sampling of di�erent color bands may cause the appearance of newcolors in the image, particularly around the edges, and thus, distorting the image. This kind of distortion is illus-trated in Figure 2 for a 1D example. A black-white edge is captured by the CCD array as shown in Figure 2a.Assuming a simple linear interpolation on each band separately (Figure 2b and Figure 2c) and assuming a perfectlyreconstructed blue channel, a distortion is introduced in the reconstruction (Figure 2d).This type of distortion is very strong in reconstructed images when there are many edges in the same area. Thisproblem originates from the fact that the resolution of each band is limited by the Nyquist sampling rate of thespeci�c band which is lower than the sampling rate of the full image sampling rate. Thus when reconstructing eachSend correspondence to H.Z. Hel-Or. E-mail: hagit@cs.haifa.ac.il



Figure 1. Bayer Color Filter Arrayband separately, since the information from the other bands and the correlation between them are not taken intoconsideration, a poor reconstruction is obtained. A better reconstruction of the image can be obtained if we takeinto consideration the cross-channel correlation between the di�erent color bands. Recent work demonstrated theimportance of using the cross-channel correlation information in demosaicing methods. Unfortunately, the algorithmssuggested still produce some artifacts in the reconstructed images. In this work, a new approach is suggested fordemosaicing, based on learning from examples.a. G R G GR R

b.
c.d.Figure 2. (a) The original image as sensed by the CCD. (b) The reconstructed red channel. (c) The reconstructedgreen channel. (d) The reconstructed image.2. PREVIOUS APPROACHESThe demosaicing problem is a special case of the image reconstruction and enhancement problem. The most straight-forward approach for solving the demosaicing problem in color images, is to apply one of the standard reconstructionmethods for gray-scale images on each channel separately. Many methods have been proposed for single channelreconstruction: Interpolation, Regularization and Inverse Filtering to name a few (see2,3 for a review).



As discussed above, reconstructing each channel separately produces artifacts. Better reconstruction of the imagecan be obtained by taking into consideration the cross-channel correlation. Several methods have recently beensuggested to solve the demosaicing problem using cross-channel correlation.In4 the Green channel is �rst reconstructed based on classi�cation of local neighborhoods into pattern classes,then the red and blue channel are reconstructed based on the reconstructed Green channel. An improvement wassuggested in5 where a weight function is used in the reconstruction stage to predict the local structure of the image.Additionally, an enhancement stage was added following the reconstruction which is based on reaction-di�usiontechniques. Another method was introduced in6,7in which the reconstructed image is chosen to best match: (a) theimage obtained by the camera CCD and (b) some prior knowledge about images in the real world. In order to achievethis, Bayesian theory is applied. A di�erent approach was developed at the Polaroid Corporation.8 Their algorithmtakes into account the fact that the optical system and the spectral characteristics of the color �lters, introducespatial and color correlations into the sampled image. The algorithm measures the characteristics of the Color FilterArray (CFA), and computes the best coe�cients for the linear combination of the neighboring pixels which producethe reconstruction. Then, for each acquired image, the full image is reconstructed using the calculated coe�cients.In9 an algorithm is proposed for removing the artifacts in the reconstruction. The algorithm is based on the factthat unsynchronized edges in two channels produce a spike in the di�erence image of these two channels. In orderto remove the spikes in the color di�erence image without blurring the image, the median �lter is used. Anotherapproach9 is to use the above technique in an angle based approach. The main idea of this algorithm is to considerthe color coordinates at each pixel, as three dimensional vectors in a spherical coordinate system. Unsynchronizededges in two channels then produce a spike in the angle di�erence image.Previous approaches that take into consideration the inter-channel correlations, improve performance over stan-dard channel-independent reconstruction. However, there is room for improvement. Template matching, �lteringand luminance based approaches, which are the basis for the various techniques mentioned above, are limited in thecapability of reconstructing a wide variety of color images with di�erent spatial and chromatic characteristics.In this paper a new approach is proposed and tested. The demosaicing parameters are determined speci�callyfor prede�ned classes of images. These parameters are obtained through a learning process using arti�cial neuralnetworks. This approach improves results for images of the learned class, since the variability of inputs is constrained(within the image class) and the parameters are robust due to the learning process. Details are given in the followingsections. 3. THE NEURAL NETWORK APPROACHArti�cial Neural Networks(ANN's) provide a robust tool for approximating a target function given a set of input-output examples. Algorithms such as the Backpropagation and the Perceptron use gradient-descent techniques totune the network parameters to best-�t a training set of input-output examples. For certain types of problems, suchas, learning to interpret noisy outputs of sensors, arti�cial neural networks are among the most e�ective learningmethods. The ANN learning methods consist of two stages: (1) the Learning stage (2) the Fixed stage. In thelearning stage, the weights of the edges in the net are tuned to best-�t the learning set of examples in which theinputs and the target outputs are given. In the �xed stage, the weights are �xed and used to calculate the estimatedoutput for any input. For more details and a background on ANN see.10The motivation in using ANN for solving the demosaicing problem, is based on the fact that this problem doesnot have one absolute mathematical solution. The missing values can not be reconstructed using only mathematicalanalysis because the problem is under-constrained. There are many images which are in accord with the samplingrule as shown in the previous chapters. Thus, some assumptions must be incorporated in order to �ll in the missingvalues. These assumptions might not necessarily be correct for all cases and may lead to errors in the reconstructionof new images. Additionally, there might be other constraints that exist in the real world that are not taken intoaccount in the reconstruction process and taking advantage of these constraints may result in better reconstructionof the images.The ANN technique provides a robust tool for learning the reconstruction function from a class of images. Theinformation regarding the correlation between the di�erent color bands are extracted from the example images, andare expressed by the learned weights. Using the ANN technique, this information can be exploited without the needof formulating it. In practice, better reconstruction can be achieved by training several ANN's, each to a di�erent
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RFigure 3. The inputs to the implemented networksclass of images in order to simplify the reconstruction. In this way, speci�c attributes of each class of images can beexploited to improve the reconstruction.To apply the ANN methods on the demosaicing problem, a set of learning examples must be provided. Eachexample contains an input which is a sampled image obtained by a camera CCD and an output which is the desiredreconstructed full color image. Since the output images of the CCD cameras are already sampled, and the full RGBimage is unavailable, we simulate the CCD sampling process by taking full color RGB images and sampling in accordwith the CCD sensor array.4. USING ANN TO SOLVE THE DEMOSAICING PROBLEMSeveral ANN models were used to reconstruct color images of various classes. As will be seen, the di�erent modelsproduce results of varying quality. Common to all models, is the structure of the input-output example pairs. TheBayer CFA is assumed (Figure 1) which consists of a 2� 2 pattern that is repeated throughout the CFA. Given thata priori there is no di�erence in the likelihood of image values appearing in any such 2� 2 region in the image, theANN networks were built to reconstruct any full 2� 2� 3 part of the image by reconstructing the missing channelvalues in this 2� 2 matrix. The full reconstructed image is obtained by applying the learned network over all 2� 2patterns in the image. In order to obtain the best reconstruction of the missing values, the local information obtainedby the camera's CCD is also supplied as input to the network. Thus, the 2� 2 region and their immediate neighborsare supplied as inputs to the implemented networks as illustrated in Figure 3. As a result, the implemented networksconsist of 16 inputs supplied as a 4 � 4 matrix of the sampled values (the 2 � 2 pattern and the 12 neighboringsampled values), and 8 outputs (2 missing values of each pixel of the 2� 2 matrix).For the experiments, two classes of images were created. The �rst class contains structured images (buildings withfences, windows, etc) which have high frequency regions containing desaturated colors and the second class containsower images which have high frequency regions containing saturated colors. Each class of images was divided intotwo subsets. One set of images was used in the learning procedure and the second set of images was used for testingthe implemented network. For the training example set, each image provided several hundred 2 � 2 input-outputpairs.For each ANN method, the network was trained twice, once for each class of images. The training stage wasapplied so as to complete 50 loops over the example set. For each network, the weights that minimize the MeanSquared Error (MSE) on the learning set were selected as the learned weights. Given the learned weights, the outputof these networks on the test subsets of images was calculated.4.1. LINEAR RESTORATION - THE PERCEPTRON MODELSeveral algorithms suggested for solving the demosaicing problem are within the restriction of linear restoration.However, either they do not use the spatial and spectral correlation between the channels that exist in real imagesas in,8 or they require formulation of some prior knowledge of the features existing in real world images as in6which complicates the restoration. The Perceptron model provides us with a method of obtaining simple restorationwithout the need of specifying any previous knowledge of the spatial and spectral correlation between channels orthe probability of images to appear in the real world. This information is learned by the Perceptron from a class ofexample images and is taken into account in the reconstruction of the image through the values of the coe�cients.



a. b.Figure 4. (a) Reconstruction of the Flowers image using channel independent interpolation. (b) The reconstructedFlowers image using the Perceptron network trained over the structures images set.Another bene�t of the Perceptron method is the simplicity of the learned function which makes its performanceeasier to understand by studying the weights.We used a Perceptron Network with full connectivity. For details on the structure and training rules of thePerceptron model see.10,3 In the demosaicing problem a function with a continuous range should be obtained, thus,the threshold stage in the Perceptron units was eliminated. All inputs and outputs were normalized to the range[0::1] (0 corresponds to the lowest sensor value [dark] and 1 corresponds to the highest sensor value [bright]). In orderto restrict the outputs to be within the range, these maximum and minimum values were enforced by truncation.The results of reconstructing a test image from the owers class is shown in Figure 4 (for additional resultexamples see3).�As can be seen, the results of the Perceptron network are very good in the low frequency regions. In thehigh frequency regions which contain saturated colors (such as the green leaves) the results are not bad, since, thedemosaicing artifacts are not visible there. However, in the high frequency regions which contain desaturated colors(such as the dry leaves), the result of the Perceptron network is not satisfactory, since, the aliasing described inSection 1 appears. This is due to the limitations of the Perceptron network, in which the same weights are used forall the input-colors in the image regardless of whether they arise from a high frequency region or a low frequencyregion. Since the outputs in the Perceptron network are linear combination of the inputs, the Perceptron networkcannot react well to changes in edge positions and directions. This results in slight blurring at the edges whichbecome noticeable in the desaturated color regions.4.2. NONLINEAR RESTORATION - THE BACKPROPAGATION MODELThe Backpropagation network, capable of learning complex non-linear functions is expected to produce better recon-struction than the Perceptron network, especially in the high frequency regions of the image. We used a two-layerBackpropagation network with full connectivity. The hidden layer was constructed as a 4� 4 matrix connecting theinput and output layers. For details on the structure and training rules of the Backpropagation model, see.10,3The result of reconstructing a test image from the structure class is shown in Figure 5.As can be seen in the reconstructed images, the Backpropagation network performs well in high frequency regions.In fact, due to the sharp slope of the sigmoid around the middle of the range, the values close to the middle of therange are scaled. Thus, small color contrasts at edges in the hidden layer output image are enhanced by the sigmoidfunction, resulting in higher color contrast in the �nal reconstructed image. This e�ect sharpens the reconstructedimage. In the low frequency regions, however, the Backpropagation network failed to reconstruct the correct color ofthe pixels. This problem is due to the nonlinearity of the sigmoid function involved in the Backpropagation process.This nonlinearity contracts extreme pixel values of the rage [0::1] toward the middle of the range. Thus, saturatedcolors (expressed as extreme values of one or more of the color channels) become desaturated.�Throughout this paper only one example is shown due to space limitation. Additional examples in color can be found in3and at url: www.cs.haifa.ac.il/hagit/demos/demosaicing and url: www.cs.haifa.ac.il/hagit/papers/spie00.ps



Figure 5. The reconstructed owers image using the Backpropagation network trained over the owers images set4.3. THE SELECTOR MODELAs described previously, the two implemented ANN models performed di�erently. The Perceptron method performedwell in the low frequency regions of the image and failed in the high frequency regions, while the Backpropagationmethod performed relatively well in the high frequency regions and failed in the low frequency regions. This ob-servation implies that better results can be obtained by applying the appropriate method locally according to localcharacteristics of the image. Rather than selecting the appropriate reconstruction method interactively, a new arti�-cial neural network was built to determine, for each set of inputs, which method to apply in order to obtain the bestreconstruction.The Selector method is thus an ANN which is supplied with a set of reconstruction methods (in our case thePerceptron network and the Backpropagation network) and is trained to associate between inputs and a discreteoutput representing the index of the reconstruction method that should be used. An illustration of the Selectormodel is shown in Figure 6.The motivation for using the Selector method is that although the reconstruction function is di�cult to �nd orcompute, the selection function may be very simple because the selection function does not have to provide exactvalues of outputs, instead it need only provide a discrete output within a small range of values.The Selector network was chosen to be a Backpropagation network so as not to restrict the selection functionto linearly separable functions. However a slight modi�cation was incorporated into the classic Backpropagationstructure in order to obtain better results. This modi�cation enables the learning procedure to take into account an
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a. b.Figure 7. (a) The reconstructed Flowers image using the Selector network trained over the owers images set.(b) The selection image resulting from applying the Selector on the Flowers image. Black represents locations forwhich the Backpropagation method was selected and white represents locations for which the Perceptron methodwas selected.importance factor associated with each training example. There are input examples for which there is only a smalldi�erence between the reconstruction quality obtained using the (two) available reconstruction methods. Thus, itis not critical, to choose the best method for these cases. While in other examples there might be a big di�erencebetween the reconstruction results and choosing the best method is important. in practice, the importance factordetermines the inuence on the network weights during the training stage. Additional details on the Selector methodcan be found in.3The Selector method can be easily extended to choose from among any �nite set of restoration functions. Onemust consider, however, that the greater the number of restoration functions given to the Selector, the more complexbecomes the selection function and the e�ciency of the Selector method decreases. Thus, when using this methodwith several restoration functions it is important to reduce the number of functions to a minimum.In our experiments, both the Perceptron and the Backpropagation reconstruction methods were used with theweights that were learned over the two training sets mentioned above. As in the previous methods, the training stageinvolved pairs of input-output examples. In the Selector method, for each input example, the two reconstructionmethods were applied and the results were compared with the target output. The target of the selection functionwas set to be the index of the method providing reconstruction results having the smallest MSE with respect to thetarget output. The importance factor of each example was set to equal the absolute di�erence between the two MSEvalues.The result of the Selector method on a test image of the Flowers class is shown in Figure 7a. The reconstructionmethod chosen for each pixel in the image is shown in Figure 7b. In the these images, black represents locations forwhich the Backpropagation method was selected and white represents locations for which the Perceptron methodwas selected. It is not surprising that the Perceptron method was selected in the low frequency regions of the imageand the Backpropagation method was selected in the high frequency regions.4.4. QUADRATIC RESTORATION - THE QUADRATIC PERCEPTRON MODELAs shown above, the Perceptron network performs well in low frequency image regions. However, it is limited in highfrequency regions, due to the fact that the same weights are used for all the input-vectors in the image regardless ofwhether they arise from high frequency regions or low frequency regions.The Quadratic Perceptron was developed to meet the requirements of di�erent weights for di�erent inputs. Inthe Quadratic Perceptron the weights are computed for each input vector as a function of the inputs. In the trainingstage, instead of learning constant weights, the functions which produce the best weights for each input vector arelearned. The Quadratic Perceptron is implemented as a single-layer Perceptron network. However, associated witheach weight of the network, is an additional Perceptron subnetwork which is trained to evaluate the weights function.In order to ensure maximum accuracy, all the inputs to the Quadratic Perceptron network were used as inputs toeach of the Perceptron subnetworks used to compute the weights wi. That is, the weights are a linear function ofthe inputs and are computed for each input vector, using a di�erent Perceptron subnetwork for each weight. Thus in
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j ijx wFigure 8. The Quadratic Perceptron unit modelpractice the output is a quadratic function of the inputs. In order to enable a constant term in the computation ofthe weights, a constant input x0 with value 1 and weight w0 is added to each Perceptron subnetwork. The QuadraticPerceptron network model is shown in Figure 8. For more details see.3The result of reconstructing a test image from the structure class is shown in Figure 9.As can be seen the Quadratic Perceptron provides good results in the high-frequency regions (as in the dry leaves)as well as in the low-frequency regions (as in the green leaves). The overall performance of the Quadratic Perceptronnetwork is the best from amongst the methods presented in this work.

Figure 9. Reconstructed Flowers image using the Quadratic Perceptron network trained over the Flower images set5. CONCLUSIONSIn this paper we present a novel approach to solving the demosaicing problem, namely, using learning schemes.Several approaches were presented using Arti�cial Neural Networks, including the Perceptron, the Backpropagation,the Selector and the newly developed Quadratic Perceptron Network. Additionally the Selector method was presentedwhich is capable of combining the advantages of several given reconstruction methods.The demosaicing parameters are determined speci�cally for prede�ned classes of images. This approach improvesresults for images of the learned class, since the variability of inputs is constrained (within the image class) andthe parameters are robust due to the learning process. The ANN techniques provide a robust tool for learning thereconstruction function from a class of images. The information regarding the correlation between the di�erent colorbands are extracted from the example images, and are expressed by the learned weights. Using the ANN technique,this information can be exploited without the need of formulating it. In practice, better reconstruction is achievedby training several ANN's, each to a di�erent class of images. In this way, speci�c attributes of each class of imagescan be exploited to improve the reconstruction.
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